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SUMMARY
In a new framework to understand vision, an information bottleneck impoverishes visual input information
downstream of the primary visual cortex along the visual pathway; to aid ongoing visual recognition given
the bottleneck, feedback from downstream to upstream visual stages queries for additional information. Ac-
cording to the central-peripheral dichotomy theory, this feedback is primarily directed to the central, rather
than the peripheral, visual field. Counterintuitively, this theory predicts illusions visible only in the peripheral
visual field, which lacks the feedback query to veto the illusions arising from misleading and impoverished
feedforward signals. A paradigmatic example is the predicted and confirmed reversed depth illusion in
random-dot stereograms. This theory further predicts that disrupting the feedback renders this illusion
visible in the central visual field.We test and confirm this prediction using visual backwardmasking to disrupt
the feedback. This feedback privilege for the central visual field underpins visual understanding through anal-
ysis-by-synthesis.
INTRODUCTION

Perception is often viewed as a hypothesis about the sensory

world, and perceptual inference as the process of hypothesis

testing. Accordingly, sensory information is fed forward along

the sensory (e.g., visual) pathway, suggesting initial hypotheses

about the sensory scene; downstream stages along the pathway

test these hypotheses to reach the final perceptual outcome.

Many researchers have proposed that hypothesis testing is

partly carried out by top-down feedback along the sensory

pathway.1–9 The central-peripheral dichotomy (CPD) theory

uniquely hypothesizes that this feedback for object recognition

is stronger in the central than in the peripheral visual field.10

This paper presents a test of this theory by its falsifiable predic-

tions. We use the terms ‘‘central vision’’ and ‘‘peripheral vision’’

to refer to vision in the central and the peripheral visual fields,

respectively.

The CPD theory is motivated by the information (or attentional)

bottleneck that makes us blind to more than 99% of visual input

information.11–14 It is also motivated by an early-selection idea

that the bottleneck starts early at the output of the primary visual

cortex (V1), so that visual inference downstream of V1 must pro-

ceed in light of this bottleneck.10 This early-selection idea is in

turn motivated by the growing evidence for the V1 saliency hy-

pothesis (V1SH), which posits that V1 creates a saliency map

to guide selection by guiding gaze exogenously.13,15,16 Impover-

ished information through the bottleneck often makes recogni-

tion difficult. The CPD theory proposes that downstream stages

use feedback to query for additional information from upstream

stages such as V1 to aid ongoing recognition10,17 (Figure 1A),
iScience 28, 112223, A
This is an open access article under the

ould-be neural responses to the hypothesized scene (e.g., the apple) at upstream
and that, to save brain resources, this feedback query is directed

primarily to the central visual field (Figure 2A).

Unusual for theories of vision, the CPD theory has predicted

non-trivial visual illusions that have been experimentally

confirmed subsequently.18,19 Furthermore, these illusions are

(as predicted) visible in the peripheral visual field only. This is

because they arise from a lack of the feedback query when the

feedforward visual input, impoverished by the bottleneck, is

misleading. This paper reports the test of a natural further predic-

tion: one such illusion, the reversed depth illusion, becomes

visible in the central visual field when the feedback query is

compromised. We begin by explaining the basis of this

prediction.

A diagnostic information lost beyond V1 is about the eye of

origin of visual input, since V1 is the only cortical area with a sub-

stantial number of monocular neurons13,20 to signal whether the

left or right eye receives a monocular input. Humans are blind to

eye-of-origin,21 even though depth perception by stereo vision

requires this information at its initial processing stage. The infor-

mation bottleneck starting from (though not necessarily ending

at) V1 often makes perceptual outcomes ambiguous or even illu-

sory. For example, too brief a glimpse makes it difficult to distin-

guish a red apple from a red rose. Our brain can use an internal

model of the visual world to synthesize the detailed, would-be,

sensory signals for each hypothesis or guess (e.g., a red apple)

about the scene. By the proposed feedback query, the would-

be and the actual neural responses at upstream visual stages

such as V1 to the hypothesized scene (e.g., the apple) can be

compared. A good or poor match between the would-be and

actual upstream neural responses increases or decreases the
pril 18, 2025 ª 2025 The Author(s). Published by Elsevier Inc. 1
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Figure 1. Visual perception through an information bottleneck and its application to depth perception in random-dot stereograms (RDSs)

(A) A bottleneck starts from V1’s output to downstream stages along the visual pathway. The impoverished feedforward information suggests initial perceptual

hypotheses. Feedback from downstream to upstream stages queries for additional information to confirm, veto, or disambiguate between the initial hypotheses

to reach the perceptual outcome.

(B) Stereo vision and RDSs. The depths of 3D locations are encoded by the responses of V1 neurons whose receptive fields (RFs) cover correspondingmonocular

locations of 3D object features. V1 neurons are activated by 3D features at their preferred depths, near or far (relative to fixation). A normal (contrast-matched)

RDS depicts 3D surfaces, e.g., a disk in front of a ring, covered by random black andwhite dots. Eachmonocular image has no depth cues; the dashed curves are

for illustration only and are not shown to viewers. For (e.g.) the disk, a contrast-reversed RDS is made by flipping the contrast polarity of every dot for this disk in

just one (e.g., right) eye, so that a black dot in one eye corresponds to a white dot in the other eye.

(C) V1 neurons are known to flip the sign (near or far) of their preferred depths in response to contrast-reversedRDSs.When only these V1 depth responses are fed

forward, a contrast-matched RDS evokes a veridical depth percept, whereas a contrast-reversed RDS evokes a reversed depth illusion. A feedback query that

solicits additional information from V1 can veto the illusion.
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likelihood of the hypothesis to become the final perceptual

outcome.10 This process can veto an incorrect initial hypothesis

to prevent an illusion when a poor match leads to a large

decrease of the likelihood. By querying only the most useful in-

formation to resolve the perceptual ambiguity, the amount of in-

formation queried can be accommodated by the tight bottle-

neck. For example, to disambiguate between an apple and a

rose, querying about object shape rather than color is likely
2 iScience 28, 112223, April 18, 2025
more useful. However, the query requires a longer viewing

duration.

We apply this framework to stereo depth perception (Fig-

ure 1B). Many V1 neurons are binocular with two receptive

fields (RFs), one in each monocular image, tuned to similar

image features.13 The preferred depth (of features in

3-dimensional (3D) space) of a neuron is determined by the

preferred spatial disparity between the (matched sub-fields of
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Figure 2. The CPD theory and its predictions for depth perception in the random-dot stereograms (RDSs)

(A) The CPD theory hypothesizes that central, but not peripheral, vision is mainly for seeing (recognition) from the information that passes through the bottleneck.

Thus, the top-down feedback that aids seeing by querying for additional information is mainly directed to the central visual field.

(B) Applying the theory to depth perception of contrast-matched RDSs. With veridical depth signals from V1 responses to the RDS, both central and peripheral

vision perceive veridical depth, with or without the feedback query.

(C) As B, but for contrast-reversed RDSs. With the reversed depth signals from V1 responses, peripheral but not central vision sees the reversed depth. The

additional information obtained by the feedback query in central vision vetoes this reversed depth illusion.

(D) A prediction: reversed depth illusion in central vision when the feedback query is impaired.

iScience
Article

ll
OPEN ACCESS
the) two monocular RFs. Near or far objects activate neurons

tuned to near or far depths (Figure 1B, top). A random-dot ste-

reogram (RDS) can depict 3D surfaces covered by black and

white dots randomly distributed on the surfaces. The disparity

between the two dots in each pair of binocularly corresponding

dots gives a depth cue for the underlying surface. Figure 1B

(middle) schematizes an RDS for a disk in front of a ring using

identically-sized dots to eliminate perspective cues. The dots

for the disk or ring activate V1 neurons tuned to a nearer or

farther depth. These V1 responses suggest to downstream

stages a perceptual hypothesis for a disk in front of the ring.

If the downstream stages feedback to query for additional in-

formation, the additional information should confirm this hy-

pothesis. Hence, one perceives veridically a disk in front of

the ring, with or without the query (Figure 1C, upper), in central

or peripheral vision (Figure 2B).
If the contrast-polarities of the dots are flipped in one monoc-

ular image (without changing the dot positions) for one depth

surface, e.g., the disk, a contrast-reversed, or anti-correlated,

RDS is made (Figure 1B, bottom). For this disk, a black dot in

one eye corresponds nonsensically to a white dot in the other

eye. However, for reasons we explain later, V1 neurons prefer-

ring the disparity opposite to that of the contrast-reversed dots

are excited, such that, e.g., a near disk now excites neurons

tuned to far depth.22 These V1 responses report to downstream

areas that the disk is behind the ring, potentially evoking a

reversed depth illusion. However, if the feedback queries for

additional information from V1, such as the responses from

V1’smonocular neurons or other neurons that signal the contrast

reversal of the corresponding dots, the illusion can be vetoed.

Thus, the CPD theory predicts that this illusion should be visible

in the peripheral visual field, which lacks the feedback query, but
iScience 28, 112223, April 18, 2025 3
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not in the central visual field, which has the feedback query10

(Figures 1C and 2C). This prediction is surprising since typically

peripheral vision sees less and human observers have been re-

ported as unable to see the reversed depth.2,23–25 Nevertheless,

this prediction is confirmed,18 without contradicting the previous

reports which examined only central vision.

A further prediction naturally follows: the reversed depth illu-

sion becomes visible in central vision if the feedback query is

impaired (Figure 2D). Falsifying this prediction would undermine

the CPD rational behind this illusion in peripheral vision. This

study tests and confirms this prediction. The feedback is

compromised by backward masking, a technique in which a

briefly presented visual image is replaced by another image,

the mask, removing the relevant V1 responses from the query

about the original image. Typically, when there is an ambiguity

between alternative perceptual hypotheses, backward masking

makes discriminationmore difficult, because the feedback query

(for additional information) to disambiguate is disrupted.26,27

When the dominant perceptual hypothesis—the reversed

depth—arises from the misleading feedforward signals from

the depth-tuned V1 neurons through the bottleneck, blocking

the feedback query disables the veto, therebymaking the illusion

visible.

In the next section, we show by a main experiment that back-

wardmasking is achieved by dynamic RDSsmade of successive

RDS frames,Dt = 10msper frame, so that each frame ismasked

by the next one. Across the frames, the disparity of the disk dots

(with the ring dots always at zero disparity), the contrast-match-

ing rule for the disk dots (contrast-matched or contrast-

reversed), and the statistical properties of the disk and ring

(e.g., sizes and positions) remain constant. Only the exact posi-

tions and colors (black and white) of the randomly generated

dots on the disk and the ring vary between the frames. Indeed,

the reversed depth illusion becomes visible in central vision by

this backward masking. Then, we show in a secondary experi-

ment that making Dt larger to, e.g., Dt = 100 ms, would make

the backward masking ineffective, and that a small Dt = 10

ms could even enhance the visibility of the reversed depth illu-

sion when the RDS is viewed at a more peripheral location with

the center of the disk at an eccentricity of 10:1+, even though

this illusion is already visible at this peripheral location in static

RDSs (implying that, as will be discussed later, the feedback

query, although much weaker such that it could not effectively

veto the illusion in static RDSs, is not completely absent so

that it could be further reduced by backward masking).

The main difference between this study and those in our pre-

vious study18 includes the following. First, the studies had

different aims: the previous study tested the prediction that the

reversed depth illusion exists only in peripheral vision, whereas

the current study tests the prediction that disabling the feedback

query allows the illusion to appear in central vision. Second, the

current study includes RDS conditions with very small Dt values

to evoke effective backward masking that impairs the feedback

query, whereas the previous study used a Dt = 100 ms, which

was too large to compromise the feedback query. Third, the cur-

rent study, by a secondary experiment, included stimulus condi-

tions with differentDt = 10;20; 40;50;100ms to explore the time

dt in the feedback query process, whereas the previous study
4 iScience 28, 112223, April 18, 2025
had only Dt = 100 ms because it did not aim to explore dt.

Fourth, only the previous study included the half-matched RDS

conditions, in which half of the disk’s dots were binocularly con-

trasted-matched and the other half were contrast-reversed, as

these conditions are less relevant to the current study. In addi-

tion, our current study is motivated by findings from a second

previous study,28 whose aim was to probe the dynamics of the

feedforward and the feedback processes for visual inference in

central vision, rather than testing the CPD predictions. Com-

pared to this second previous study,28 the current study differs

not only in its goal, but also in (1) its focus on the reversed depth

illusion and (2) its additions of Dt values (10, 40, and 50 ms) and

the peripheral viewing conditions.

When a contrast-reversed stereogram contains only a few

objects,2,25 human vision sees veridical depth. When contrast-

reversed RDSs have sufficiently dense dots, many have repo-

rted that humans fail to see veridical depth or reversed

depth23,24,29,30 (albeit examined only in central vision). This fail-

ure to see the reversed depth signals from V122 was previously

explained by the notion that V1 activities are not directly linked

with perception.31 In retrospect, this failure was due to the use

of static RDSs or dynamic RDSs with too large a Dt > 50

ms.24,29 One study32 observed an effect of Dt when using four

Dt values between 24 ms and 188 ms, prompting ideas about

transient versus sustained processing channels for depth

perception. However, the effect was weaker than it would be

otherwise, and the data were hard to interpret, because the left

and right eye inputs were asynchronous by about 12 ms by the

use of stereo shutter glasses. Another study30 similarly used di-

choptically asynchronous inputs, finding no reversed depth illu-

sion in dynamic RDSs. In the CPD perspective, since peripheral

vision sees the reversed depth even in static RDSs, it is a lack or

a dysfunction of the feedback query, rather than a short Dt, that

is essential for seeing the illusion.

RESULTS

Two visual psychophysics experiments were carried out, in

which observers gave forced-choice reports on whether the

disk was perceived as in front of, or behind, the surrounding

ring in the RDS. In the main experiment, observers viewed the

RDS in the central visual field, and the RDS was dynamic or

static, contrast-matched or contrast-reversed, as schematized

in Figure 3. When the RDS was static, a single RDS frame was

shown for a duration of t, typically t = 200 ms. When the RDS

was dynamic, successive RDS frames were shown, Dt = 10

ms per frame, for a total duration of t, and the random dots in

different RDS frames within any 200 ms were independently

generated given the disk and the ring. This experiment confirmed

the prediction that, when the contrast-reversed RDSs were

viewed in the central visual field, observers were only able to

see the reversed depth illusion in dynamic RDSs. The secondary

experiment extended the main experiment by adding dynamic

RDS trials with Dt = 20 ms, 40 ms, 50 ms, and 100 ms and add-

ing trials in which the RDSs were shown at a more peripheral vi-

sual location. This experiment confirmed the previous findings (in

a previous study18 and the main experiment) that the reversed

depth is only visible at a more peripheral visual location when
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Figure 3. The main experiment: the reversed depth illusion appears in the central visual field when backward masking compromises the

feedback query

(A) Experimental design. Observers gave forced-choice reports on whether the central disk appeared in front of, or behind, the surrounding ring. The four stimulus

conditions, static or dynamic, contrast-matched or contrast-reversed, were randomly interleaved.

(B) Example contrast-matched and contrast-reversed RDSs, each has a disk with a positive disparity.

(C) Task performance accuracy Fa;b in each stimulus condition ða;bÞ, defined as the ratio between the number of the condition ða;bÞ trials in which the depth report

agreed with the disk’s disparity and the number of all the condition ða;bÞ trials, averaged across n = 13 observers (one non-naive). For contrast-reversed RDSs,

(legend continued on next page)
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the RDS is static or when each RDS frame in a dynamic RDSwas

shown for a sufficiently long duration Dt. Additionally, the sec-

ondary experiment showed that the reversed depth illusion is

more visible when Dt is smaller. Furthermore, it confirmed the

prediction that, when Dt is sufficiently small, central and periph-

eral vision are statistically equivalent in seeing the illusion.

In both experiments, the total RDS viewing duration in a trial

was t = 200 ms or a multiple of 200 ms, after which a binocular

mask containing random black and white lines was shown (see

Figure 3A). When t > 200 ms, the RDS stimuli in the first 200

ms were replayed in each subsequent 200 ms interval to allow

sufficient viewing time for the RDS stimuli so that observers

can do the task sufficiently well in contrast-matched trials.

Note that making t > 200 keeps Dt unchanged in dynamic

RDSs and keeps a static RDS static.

In addition to the viewing eccentricity of the RDS, a stimulus

condition is specified by ða;bÞ, with a = match or reversed and

b = static or dynamic (or specified by the Dt value). The perfor-

mance accuracy of an observer in condition ða;bÞ trials is defined
by the fraction Fa;bhn=ntotal, in which ntotal is the number of the

condition ða;bÞ trials performed by this observer, and n is the

number of these trials in which the report on the disk’s depth

relative to the ring agreed with the binocular disparities of

the disk dots (relative to the ring’s dots). In analyzing the accu-

racy data, we used two-factor repeated (matched-sample)

ANOVA (for the secondary experiment) and permutation tests,

which are described in method details of the STAR Methods

section.

Unmasking the reversed depth illusion by backward
masking in central vision
In each trial of the main experiment, observers viewed a static or

dynamicRDSandgave a forced-choice report (bypressing a but-

ton) on whether the disk was in front of, or behind, the ring. The

monocular images intended for the left and right eyes were dis-

played in the left and right halves of the screen of a Mitsubishi

21-inch cathode-ray tube (CRT). A stereoscope used fourmirrors

to show these images to the left and right eyes. The arrangement

of the CRT and the stereoscope (purchased from Cambridge

research systems) was identical to that in these previous

studies.17,18,28,33 Each monocular image had a constant gray

background. A black binocular rectangular frame enclosed the

ring and disk regions. This frame was constantly presented

throughout an experimental session, serving to anchor viewers’

vergence. The ring’s position was fixed across trials, with a zero

binocular disparity between the ring and the constant rectangular

frame. Hence, throughout an experiment, the perceived 3D posi-

tions of the rectangular frame and the ring were unchanged.

The procedure in each test trial, shown in Figure 3A, was similar

to that in a previous study.18 The current study differed mainly in

having the RDSs freely viewed in central vision in all trials, so

that gaze was not monitored by an eye tracker. After the observer
seeing the reversed depth illusion results in an accuracy smaller than the chance

errors marked by the error bars. Each observer’s accuracies are marked by a uniq

horizontally dispersed somewhat in each condition to reduce clutter). An ‘‘***’’ a

statistical, permutation, test for equivalence between the two average accuracies

black lines with arrowheads.
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pressed abutton to start a trial, therewasa pause of 2 s before the

RDSs appeared for t = 200 ms for all but two observers who had

t = 400ms instead so that they could perform the task sufficiently

well when the RDS was contrast-matched (whether an observer

needed this longer t was determined by their performance in the

practice trials). A binocular mask was shown after the RDSs until

the observer’s button press to report for the trial. This mask had

the same gray background as that in the RDSs and contained

randomlygeneratedblackandwhite lineswithin theareaenclosed

by the outer circumference of the ring. The mask images in

different trials were generated independently.

Each random-dot was a 0:174+30:174+ square in visual angle.

The disk’s radius was 3:61+, the ring’s inner and outer radii were

3:7+ and 4:7+. For each surface, the disk or the ring, each dot

was randomly and equally likely black or white, positioned

randomly on the surface with a spatially uniform probability.

This probability was such that the dots would occupy 25% of

the image area for each surface if there was zero overlap be-

tween different dots. Each dot in one monocular image

corresponded to a dot in the other monocular image. This

correspondence was contrast-matched for the ring, and was

contrast-matched or contrast-reversed for the disk depending

on the stimulus condition.

In each trial, the disparity of the disk (and thus of all the disk

dots) relative to the ring was equally likely to be positive or nega-

tive 0:087+. This made the disk appear in front of or behind the

ring if the RDS was contrast-matched. The disk’s binocular

disparity was generated by deviating the center of the disk

from the center of the ring by 0:087+=2 in opposite directions

horizontally in the twomonocular images. In a dynamic RDS trial,

the disk in all the RDS frames had the same binocular disparity

and the same inter-ocular correspondence rule (contrast-

matched or contrast-reversed). Within any 200 ms time window,

different RDS frames (Dt = 10 ms for each frame) differed from

each other only in the spatial locations and colors (black and

white) of the random dots which were generated independently

between the frames. Different trials also involved independently

generated random dots. An experimental session contained 200

trials, randomly interleaving trials of different stimulus conditions

(2 (dynamic or static) x 2 (contrast-matched or contrast-

reversed)), with 25 or 75 trials for each contrast-matched or

contrast-reversed RDS condition, regardless of whether the

condition was dynamic or static, see Figure 3A.

Figure 3B shows two example RDSs that share the same disk

disparity; the upper one is contrast-matched, and the lower one

is contrast-reversed. The disparity makes the disk appear in front

of the ring in the contrast-matched RDS. Hence, in the contrast-

reversed RDS, the reversed depth illusion makes one perceive

the disk as being behind the ring. If one free fuses this lower RDS

(with gaze directed to this RDS), typically one cannot judge

whether the disk is in front of or behind the ring. If one directs the

gaze to the upper RDS and free fuses while trying to perceive the
level of 0:5. The bars mark the averages across observers, with their standard

ue, colored, symbol across the four conditions (symbols across observers are

nd the accompanying p value (p% 0:001, permutation test) are the result of a

, or between an average accuracy and the chance level, connected by dotted
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lowerRDS in the lower peripheral visual field, one is typically better

able to perceive the reversed depth. However, in the main experi-

ment, observers viewed the RDS naturally in their central vi-

sual field.

Before taking data on the test trials, each observer practiced

typically ten static and ten dynamic contrast-matched RDS tri-

als, in order to become familiar with the experimental procedure.

In the instructions before the test trials, each observer was told

that the test trials included scene images that were noisy so

that the depth order could be difficult to judge, and that they

should nevertheless report their best guess on the depth order.

Each observer was shown several examples of noisy static

RDSs for 200 ms, in which various percentages (e.g., 70% and

30%) of the disk dots were contrast-matched, while the other

disk dots were noise dots that were independent between the

two eyes (i.e., without any statistical correlation in their spatial lo-

cations or contrast polarities). These are like the noisy RDSs

used in a previous study.28 Hence, the naive observers expected

challenging trials, but were not aware of the contrast reversal of

the disk dots between the eyes in the actual test stimuli. Each

observer performed the 200 test trials in a session, with a short

break after the 100 th test trial.

Thirteen observers (three male) completed the main experi-

ment. Their ages ranged from 18 to 60 (mean age: 27:6). One

observer (the author) was aware of the experiment’s purpose,

and two (including the author) had substantial previous experi-

ence in judging the depth order of surfaces depicted in con-

trast-matched and contrast-reversed RDSs. Figure 3C shows

the task performance accuracies Fa;b for individual observers

as well as their averages. When the RDSs were contrast-

matched, the average accuracy was near 100% regardless of

whether the RDS was static or dynamic.

However, the accuracy for the contrast-reversed RDSs was

strongly dependent on whether the RDS was static or dynamic.

For the static trials, the observer-averaged accuracy was

Freversed;static = 0:482± 0:019, statistically equivalent (p = 0:18)

to the chance level of 0.5. However, for the dynamic trials, the ac-

curacybecameFreversed;dynamic = 0:286± 0:029, substantiallyand

significantly (p = 0:0001) lower than the chance level. More

importantly, averagedacrossobservers, this accuracywassignif-

icantly (p = 0:0001) lower (therefore better visibility of the

reversed depth) than that in the static trials. In each observer,

the dynamic accuracy was at least 0:08 lower than the static

accuracy. The difference between the dynamic and static accu-

racies was significant (p%0:045) in eleven out of our thirteen ob-

servers. In other words, most of our observers were significantly

better at perceiving the illusion in the dynamic trials compared

to the static trials.

The data points for the two observers experienced with

contrast-reversed RDSs are marked by ‘‘3 ’’ (the author) and

‘‘>’’ (the naive experienced observer) in Figure 3C. They were

better than the other observers at seeing the reversed depth in

both the static and the dynamic trials, performing significantly

better than chance to see the illusion even in the static trials

(p = 0:01). (Indeed, a previous study showed that humans can

learn to see the reversed depth through practice.34) Notably,

each of them also saw the illusion significantly better in the dy-

namic trials than in the static trials (p%0:0003). Excluding data
from these two observers does not qualitatively change the

conclusion of the main experiment.

The accuracies in our static RDS condition (both contrast-

matched and contrast-reversed) align with previous find-

ings23,24,29 (including our own previous study,18 which used the

same equipment setup but with gazemonitoring) that human ob-

servers could not see the reversed depth illusion in contrast-

reversed RDSs in typical central viewing situations, and when

there is no sufficiently effective backward masking to compro-

mise the feedback query. Our dynamic RDS condition, using

Dt = 10 ms, gave the new finding that the reversed depth illusion

becomes visible in central vision when the feedback query is

compromised, confirming a key prediction from the CPD theory.
Central vision resembles peripheral vision in seeing the
illusion when the RDSs are more dynamic
Let the feedback queries arrive at an upstream stage of the visual

processing pathway at time dt after the initial visual inputs arrive

at this stage. In a dynamic trial, if dt <Dt, the queries arrive when

the original visual inputs are still available for the queries. Howev-

er, if dt >Dt, the queries arrive after the original RDS frame has

been replaced by the succeeding RDS frames. Although the suc-

ceeding and the original frames shared the same (real or illusory)

disparity for the disk, the locations and polarities of the dotsmak-

ing up theRDS frames have changed. Hence, for a query to effec-

tively verify whether the inter-ocular correspondence of a partic-

ular pair of dots is sensical, it must arrive when the original dots

are still present. Such a query requires dt <Dt. Our main experi-

ment suggests that dt > 10 ms. To determine this dt more pre-

cisely, the secondary experiment added additional Dt = 20 ms,

40 ms, 50 ms, and 100 ms, randomly interleaved across trials.

The CPD theory predicts that the reversed depth illusion is

more visible when Dt is smaller to compromise the feedback

query. Furthermore, it hypothesizes weaker or absent feedback

queries at more peripheral visual locations. Indeed the illusion

has been observed to be visible at a peripheral visual location

but not at a more central visual location in our previous study,18

when only large Dt = 100 ms was applied. Thus, the CPD theory

predicts that asDt becomes smaller, the illusion should be visible

at both the central and peripheral locations, and the visibility dif-

ference between these locations should diminish. Hence, the

secondary experiment included trials with RDSs viewed at the

central and peripheral locations used in the previous study.18

There is no clear visual eccentricity boundary to separate the

central from the peripheral visual locations, or near-peripheral

from (just) peripheral visual locations. We use the terms periph-

eral and near-peripheral interchangeably, following existing ter-

minologies. Although the CPD theory hypothesizes weaker feed-

back query at greater eccentricities, it does not specify the

minimum eccentricity (if any) required for zero feedback query.

Although our previous study18 discovered that the reversed

depth illusion was seen at a peripheral location, this location’s

eccentricity may not have been sufficient to make the feedback

query completely absent. To be concrete, let us denote the

effectiveness of the feedback query by Qfeedback, and let

Qfeedback
central orQfeedback

peripheral denote this quantity at the central or periph-

eral location in that study. Since that study observed the illusion
iScience 28, 112223, April 18, 2025 7
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only at the peripheral location, it implies Qfeedback
central >Qfeedback

peripheral and

thatQfeedback
peripheral was too small for an effective feedback veto. How-

ever, we cannot rule out a residual Qfeedback
peripheral > 0. If Qfeedback

peripheral > 0,

reducing Dt should further reduce Qfeedback
peripheral through backward

masking, making the illusion even more visible. Meanwhile, if

Qfeedback
peripheral = 0, reducing Dt merely reduces Qfeedback

central and should

not affect the visibility of the illusion at the peripheral location. In

either case, the CPD theory predicts that reducing Dt will

decrease
���Qfeedback

central � Qfeedback
peripheral

���, either because both Qfeedback
central

and Qfeedback
peripheral approach zero by the backward masking, or

because Qfeedback
central approaches zero while Qfeedback

peripheral remains at

zero. Consequently, the difference in the visibility of this illusion

between the central and peripheral locations of the previous

study18 is predicted to diminish as Dt becomes smaller.

The experimental procedure for the secondary experiment

was similar to that of the main experiment, with the following

key differences. First, a binocular, zero-disparity, red fixation

cross was added to the stereograms. This fixation cross,

composed of a vertical bar and a horizontal bar on the gray back-

ground, occupied a square size of 0:44� 3 0:44�. It appeared at

the beginning of each trial before the observer pressed a button

to initiate the trial. Observers were instructed to fixate on the

cross when pressing the button to start a trial and tomaintain fix-

ation throughout the RDS presentation duration until the mask

appeared. For the central trials, this fixation cross was centered

between the inner and outer radius of the ring above the disk. For

the peripheral trials, this cross was above the ring at 10:1+ above

the disk center. In either case, the fixation cross was in the same

depth plane as the ring. These stimulus eccentricities for the cen-

tral and peripheral trials were the same as those used in the pre-

vious study,18 which employed a similar procedure.

Each observer was therefore subject to 24 stimulus conditions

involving six Dt values (10ms, 20ms, 40ms, 50ms, 100ms, and t,

the last one for static trials), two fixation locations (central

and peripheral), and two RDS types (contrast-matched and

contrast-reversed). Each observer performed a total of 480 trials,

with 10 trials per contrast-matched condition and 30 trials per

contrast-reversed condition. Observers took breaks to rest be-

tween test blocks, each block lasting about 10–20 minutes.

There were two versions of this secondary experiment. In the

first version, each observer performed the central and peripheral

trials in separate experimental blocks. Gaze was not monitored,

and the RDS viewing duration was t = 200 ms. Three naive ob-

servers and the author completed this version of the experiment

for both the central and peripheral blocks. Two of them—the

author and one naive observer—also participated in the main

experiment and were experienced with depth tasks using

contrast-matched and contrast-reversed RDSs (their data are

marked by the same symbols, ‘‘3 ’’ and ‘‘>’’, in Figures 3

and 4). One additional observer withdrew from the experiment

because, during the practice trials, his performance on the

contrast-matched peripheral trials was at the chance level.

Another six naive and inexperienced observers performed the

second version of the secondary experiment. In this version,

central and peripheral trials were randomly interleaved in the
8 iScience 28, 112223, April 18, 2025
same experimental block. Four of these observers had their

gaze monitored by an eye tracker. The tracker’s verification of

the proper fixation was required before the RDSs appeared after

the 2-s pause (between the observer’s button press to start the

trial and the RDS onset). Two of the six observers did not have

their gaze tracked (due to tracking difficulties when they wore

spectacles). The author visually monitored their fixation behavior

using a video camera in most trials and determined it to be

acceptable, although occasional fixation breaks occurred

almost exclusively during peripheral trials. Because observers

often found the task difficult with a short RDS viewing duration

t = 200 ms, the second version of the experiment extended

this duration to t = 1000 ms. Because the results from the two

versions of this experiment were similar, data from all the ten ob-

servers (ages ranged from 22 to 59, mean age 40:2, four male)

were pooled for analysis.

Before the test trials, each observer had two to four practice

trials of each stimulus condition (specified by Dt and the fixation

location) of the contrast-matched trials. Like in the main experi-

ment, they were told that some test trials were noisy and difficult,

and were shown some examples of noisy, contrast-matched, tri-

als, so that they expected challenging test trials. They were in-

structed to give their best guess of the disk’s depth order relative

to the ring.

Figure 4 shows the accuracies and the difference between the

accuracies for the central and peripheral conditions in this exper-

iment. Repeated ANOVA were carried out separately for the

contrast-matched and contrast-reversed conditions. Each

repeated ANOVA examined the effects of two factors, Dt and

viewing eccentricity (central or peripheral). For the contrast-

matched RDSs, there was a significant main effect of the viewing

eccentricity (Fð1; 45Þ = 6:13, p = 0:0171) but not of Dt

(Fð5;45Þ = 0:145 and p = 0:9805). There was also no significant

interaction between Dt and the viewing eccentricity (Fð5;45Þ =

0:47, p = 0:80). Unsurprisingly, when the RDSs are sensical,

central vision is better than peripheral vision in this depth

discrimination task. Meanwhile, average task accuracies for

such RDSs exceeded 90% in both the central and peripheral

conditions, demonstrating that our stimuli had a sufficient spatial

resolution even for the peripheral conditions. TheDt value had no

significant effect on depth perception of our contrast-matched

RDSs. This is consistent with the predictions shown in

Figures 1C and 2B that veridical depth perception in contrast-

matched RDSs occurs with or without the feedback query.

The contrast-reversed trials gave very different findings. The

main effect of the viewing eccentricity was much stronger, with

an F-ratio Fð1; 45Þ = 20:45 and an p-value p< 0:0001. The

observer-averaged accuracies were below the chance level in

each peripheral condition (p% 0:004), indicating the visibility of

the illusion. In contrast, the accuracies in the central conditions

were statistically equivalent to the chance level for large

Dt > 50ms, consistent with the previous finding18 that the illusion

is only visible in peripheral vision. Meanwhile, forDt%50ms, the

central accuracies became significantly below the chance level,

the p-values by the permutation test for statistical equivalence to

the chance level decreased from p = 0:023 for Dt = 50 ms to

p% 0:002 for Dt% 40 ms. That the illusion became visible in
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Figure 4. The secondary experiment: decreasing Dt (making RDSs more dynamic) makes the reversed depth illusion more visible and re-

duces the central-peripheral difference in the visibility of this illusion

(A and B) The left panels show the accuracies (F, as defined in the main text or Figure 3) of the depth order reports for each condition: contrast-matched or

contrast-reversed, central or peripheral viewing location, and specific Dt or static. The right panels show the difference between the central and peripheral

accuracies. (A and B) are for contrast-matched and contrast-reversed RDSs. Bars are the averages across n = 10 observers (error bars denote their standard

errors), colored symbols represent individual observers’ F values (observers marked by3 and> also participated in the main experiment). In B, the likelihood of

reporting the reversed depth illusion, which increases with the downward deviation of F from the chance accuracy level of 0:5, was stronger for shorter Dt. When

the RDS was static, the illusion was absent in central vision but substantial in peripheral vision. As Dt/10 ms, the illusion became more visible in both central

vision and peripheral vision. The central-peripheral accuracy difference, F (central)� F (peripheral), was substantial and significant for static RDSs in the contrast-

reversed (B) but not in the contrast-matched (A) condition. This central-peripheral difference diminished asDt became smaller in B but such a trend is absent in A.

In B, a data bar linked by a dotted-line with arrowheads to value 0:5 (chance level in the left panel) or value 0 (no difference in the right panel) indicates a significant

difference from that value by an accompanying p-value from the permutation test for statistical equivalence. One, two, or three asterisks (*) indicate p< 0:05, p%

0:01, or p% 0:001 by permutation tests, respectively.

iScience
Article

ll
OPEN ACCESS
central vision whenDt is small is consistent with the findings from

the main experiment.

Furthermore, whereas Dt had no effect on the accuracies

in the contrast-matched trials, it had a significant main

effect in the contrast-reversed trials, with Fð5;45Þ = 5:15 and
p = 0:0008. Focusing on the contrast-reversed trials, we

examine Freversed;static � Freversed;Dt = 10ms, the difference between

the accuracy (Freversed;static) in the static trials and that

(Freversed;Dt = 10ms) in the most dynamic trials. This difference was

highly significant for both the centrally (p = 0:001) and
iScience 28, 112223, April 18, 2025 9
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peripherally (p = 0:012) viewed RDSs. Hence, backward mask-

ing increased the visibility of the illusion at both thecentral and the

peripheral locations.

In addition, for each Dt and contrast matching rule,

we examine the difference, Fa;DtðcentralÞ � Fa;DtðperipheralÞ
(a = contrast-matched or a = contrast-reversed), between the

accuracy for central vision and that for peripheral vision. For

the contrast-reversed RDSs, this central-peripheral difference

was substantial and significant for static RDSs (p = 0:005),

it remained so for dynamic RDS trials using Dt = 100 ms (p =

0:001) and Dt = 50 ms (p = 0:004), but this central-peripheral

difference became insignificant for small Dt = 20 ms and 10

ms, see the right panel of Figure 4B. The ability to see the illu-

sion in central vision started to become significantly better

(p = 0:023) than chance at Dt = 50 ms, and this ability became

even more significant (p = 0:001) when Dt% 20 ms. There is

thus a clear trend that central vision became more and more

similar to peripheral vision in its ability to see this illusion as Dt

became smaller. This trend of decreasing central-peripheral dif-

ference Fa;DtðcentralÞ � Fa;DtðperipheralÞ with decreasing Dt

was absent in the contrast-matched RDSs (Figure 4A, right).

As in the contrast-matched trials, repeated ANOVA revealed

no significant interaction between the viewing eccentricity and

Dt in the contrast-reversed trials (Fð5;45Þ = 0:51, p = 0:77).

Hence, using smaller Dt in our dynamic RDSs to increase the

impairment of the feedback query, our secondary experiment

confirmed the prediction that, when the feedback query is

compromised by effective backward masking, central vision be-

comes statistically equivalent to peripheral vision in the visibility

of the reversed depth illusion. Furthermore, it found that, at our

eccentricity for viewing the RDS peripherally, there is a signifi-

cant residual level Qfeedback
peripheral of the feedback query, which is sus-

ceptible to further reduction by backward masking, thereby

enhancing the illusion.

Our data suggest that at Dt(20 to 40 ms, the central-periph-

eral difference becomes statistically insignificant and the

reversed depth illusion becomes reliably visible in central vision.

This suggests that 20 to 40 ms may be the time dt needed by the

visual pathway to implement the top-down feedback query. This

dt value is consistent with the 30 to 40 ms latency observed be-

tween the feedforward and feedback components of visual

cortical responses in monkeys.35–38 The 40 ms duration is also

similar to the time lags observed between a target and a mask

to produce effective visual backward masking.26,27,39

Inter-observer variability in task accuracy was greater in the

secondary than the main experiment. The following factors likely

contributed to this difference. First, the requirement to maintain

fixation during the task in the secondary experiment (unlike in the

main experiment) increased the demands on observers. Second,

the random interleaving of many more different conditions in the

secondary experiment (including changes in fixation location

across trials for 60% of the observers) further increased task de-

mands. Third, the secondary experiment used fewer trials per

condition (10 for contrast-matched and 30 for contrast-reversed)

than the main experiment (25 and 75, respectively), which likely

increased the noise in accuracy estimates. Nevertheless,

despite the difference in fixation requirements, consistent results

were found for the conditions common to both experiments:
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static and Dt = 10 ms central vision trials. Similarly, despite the

difference in t, consistent results were found for the four condi-

tions common to the secondary experiment and the previous

study18: central and peripheral trials with Dt = 100 ms. As in

the main experiment, removing the data from the two experi-

enced observers (symbols3 and> in Figure 4) in the secondary

experiment does not qualitatively change the conclusions. These

two observers were the only ones participating in both the main

and secondary experiments. Each of these two observers gave

statistically equivalent (pR0:21) performance accuracies in

each of the four common conditions (central vision, static or dy-

namic, Dt = 10 ms, contrast-matched or contrast-reversed)

for the two experiments, except for the static contrast-

reversed condition (p = 0:014) for the observer with the data

symbol >.

DISCUSSION

Summary of the findings and their immediate
implications
The CPD theory is falsifiable, since it provides precise, non-triv-

ial, and falsifiable predictions. Two such critical predictions,

illustrated in Figures 2C and 2D, are: first, the reversed depth illu-

sion is visible in peripheral, but not central, vision; second,

compromising the top-down feedback query makes the illusion

visible in central vision,whichconsequently resemblesperipheral

vision in the visibility of this illusion. A previous study18 confirmed

the first prediction. However, this first prediction could arise from

explanations alternative to theCPD theory. One alternative is that

the higher spatial acuity in central vision somehowmakes central

vision less susceptible to this illusion. This study confirms the

second prediction, thus arguing against the alternative explana-

tion. Therefore, the availability of the top-down feedback query,

rather than the higher spatial acuity, is essential for overcoming

the illusion. This is consistent with the previous finding that the

central-peripheral difference in seeing the reversed depth is

insensitive to variations in the sizes of the dots, the disk, the

ring, the fixation cross, and the disparity difference between the

disk and the ring.18

This study compromised the feedback query by backward

masking using dynamic RDSs, so that each RDS frame is back-

ward masked by the next RDS frame or another mask Dt later.

Our secondary experiment found that, even in peripheral vision

which can see the illusion in a static RDS, masking with small

Dt = 10 ms made the illusion even more visible (Figure 4B).

This suggests that the feedback query (Qfeedback
peripheral) at this periph-

eral location was non-zero in the static condition, allowing back-

wardmasking to weaken the feedback query further. Meanwhile,

this query (Qfeedback
peripheral) must be sufficiently weaker than that

(Qfeedback
central ) at the central location, so that the illusion in a static

RDS is visible and only visible at the peripheral location. Our pe-

ripheral RDS was viewed with the gaze’s position at 10:1+ from

the disk’s center, or 6:5+ from the depth edge between the

disk and ring. The CPD theory predicts that the feedback query

should be even weaker when the RDS is placed at even more

eccentric visual locations. It will be valuable to identify the eccen-

tricity at which the feedback query (Qfeedback
peripheral) becomes zero.
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This eccentricity is likely task-dependent, beyond this eccentric-

ity, for example, the visibility of the reversed depth illusion should

be unaffected by backward masking.

This study identified that the effect of the backward masking is

significant when Dt(40 to 50ms, so that the reversed depth illu-

sion becomes visible in central vision. As the backward masking

should be effective when Dt < dt, the latency between the feed-

forward signals and the feedback queries, this Dt(40 to 50 ms

provides a clue about the mechanisms underlying the feedback

query. It is consistent with the 30 to 40 ms latency observed be-

tween the feedforward and feedback components of visual

cortical responses in monkeys.35–38 Considering the response

latencies of various visual stages along the visual pathway,40,41

Dt(40 to 50 ms is consistent with V2 and V4 being among the

potential sources of the feedback queries to V1. However, the

continued increase in the illusion’s visibility in central vision as

Dt/10 ms suggests further complexities. Considering that the

feedback query may occur through multiple iterations of the

feedforward-feedback loop,42 that there can bemultiple sources

of the feedback queries, and that there can bemultiple upstream

stages along the visual pathway to receive and support the

queries, our data are primarily useful for constraining possible

mechanisms involved.
Relationship between the CPD theory and some
previous ideas
Computationally, analysis-by-synthesis is implemented by the

feedback from later to earlier stages along the visual pathway

to query for additional information for visual decoding.9,43 To

infer visual objects from visual input signals, analysis-by-synthe-

sis synthesizes the would-be visual input signals for any percep-

tual hypothesis, i.e., any candidate outcome of the inference; the

degree of the match between the would-be and the actual input

signals is then determined to evaluate the suitability of the

perceptual hypothesis for perceptual outcome. This is a form

of hypothesis testing during visual inference.

Hypothesis testing by top-down feedback for perceptual

inference, and related ideas, has been around for many

years.1–9 The new contribution by the CPD theory is the hypoth-

esis that this feedback is stronger in the central than the periph-

eral visual field. Furthermore, the CPD theory uniquely moti-

vates this feedback query by the existence of an information

bottleneck that limits the amount of sensory input information

that can undergo deeper processing.10 If the bottleneck was

absent, allowing the transmission of all sensory input informa-

tion to downstream stages along the visual pathway, there

would be no need to query for additional information about

the visual inputs from upstream stages. In addition, the CPD

theory uses the bottleneck to motivate the distinctive functional

roles of peripheral and central vision: peripheral vision is mainly

for looking, whereas central vision is mainly for seeing.10 Look-

ing selects the tiny fraction of visual input information that can

pass the bottleneck (often by deciding on where to shift the

gaze to); whereas seeing decodes (i.e., recognizes or infers) vi-

sual object properties in the selected information. Central vision

is better at seeing by having more resources for the feedback

query.
The CPD theory is additionally motivated by the hypothesis

that the information bottleneck starts from V1’s output to down-

stream stages along the visual processing pathway.10 This hy-

pothesismakes explicit early selection by visual attention. Based

on established knowledge of V1 neural responses to visual in-

puts,13,44 including the reversed depth responses to contrast-

reversed RDSs,22 and assuming the bottleneck starting from

V1, the CPD theory generates concrete and falsifiable predic-

tions. In particular, the lack of monocular and eye-of-origin infor-

mation beyond V120 predicts that the reversed depth illusion

could arise if perception occurs without the feedback to query

for monocular information to invalidate the nonsensical nature

of the reversed depth responses from V1’s depth tuned neurons.

Furthermore, the feedback query must target V1 (rather than, for

example, V2) to retrieve themonocular information for effectively

vetoing the reversed depth illusion. This veto is an explicit

example of how analysis-by-synthesis works in visual decoding.

The feedback query for additional information from V1 can be

related to the idea that V1 (or even the thalamus) serving as a

‘‘blackboard’’ for visual inference or imagery.45–49 These ideas

are often inspired by neural anatomy, motivated by the need

for a hierarchical, compositional, and/or combinatorial represen-

tation of object information, or by a need to facilitate communi-

cations between later sensory stages for computations such

as feature bindings. The CPD theory in contrast is motivated

by the brain’s bottleneck to process sensory information. Since

the bottleneck is hypothesized to start from V1’s output to down-

stream areas along the visual pathway,10 V1 has richer informa-

tion absent in downstream areas.

Our use of Dt%50 ms in RDSs for backward masking

impaired the feedback query, presumably without affecting the

frame-invariant feedforward signals about the depth of the disk

across our RDS frames within a trial. Our finding that visual

perception is differently affected by different Dt = 10, 20, 40,

50, and 100 ms suggests that we should re-evaluate the idea

to characterize core object recognition, defined as visual recog-

nition in the central 10+ visual fieldwithin a limited time of 200ms,

by a model of feedforward neural network of multiple layers,

even though such models have showed a remarkable alignment

with behavioral, anatomical, and physiological data.50,51 It is

indicative that while the ability of such models to predict re-

sponses of IT neurons increased with increasing capabilities of

these models in object recognition, this ability starts to decrease

once the model’s performance in object recognition is better

than a turning point.51 Two important features of human recogni-

tion are missing in such neural network models: one is the infor-

mation processing bottleneck starting from V1, and the other is

the feedback query that favors foveal visual locations. This foveal

focus of the feedback query is likely why IT neurons tend to

prefer foveal input locations despite having large receptive

fields.52,53 Meanwhile, evidence is emerging for feedback to crit-

ically help the challenging types of object recognition that are

difficult for feedforward neural networks.54,55

Analysis-by-synthesis via the Feedforward-Feedback-
Verify-reWeight (FFVW) algorithm
The steps of the analysis-by-synthesis can be paraphrased

as Feedforward-Feedback-Verify-reWeight (FFVW).17,42 First,
iScience 28, 112223, April 18, 2025 11
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some V1 signals, r, are fed forward to downstream visual areas,

suggesting some initial hypotheses about the visual scene. This r

can be a low-dimensional function of the high-dimensional V1 re-

sponses, the information in r about the external visual inputs has

been impoverished by the bottleneck. Second, if the impover-

ished information in r is insufficient to disambiguate between

the alternative perceptual hypotheses about the visual scene,

the downstream visual areas synthesize the would-be input sig-

nals br0 for each hypothesis and feed it back to earlier visual

stages such as V1 to compare with the actual visual input signals

r0. This r0 is another low-dimensional function of the (e.g.) V1 re-

sponses, and should convey additional information that is un-

available from r. The choice to query for r0, rather than signals

from other low-dimensional functions of the V1 responses,

should be made such that the additional information from r0

could best disambiguate between the alternative hypotheses.

Third, the comparison between the would-be signals br0 and the

actual signals r0 verifies the hypothesis. The degree of the match

between br0 and r0 is the queried information or an important part

of the queried information. Fourth, the initial weight associated

with the hypothesis is increased or decreased if the match is

good or poor, respectively.

For example, feature binding56 to answer whether a vertical

bar should be bound with color red or green can be implemented

by the FFVW algorithm to disambiguate between two perceptual

hypotheses: hypothesis H1 for a red-vertical bar and hypothesis

H2 for a green-vertical bar.10 This feedback query in FFVW can

be seen as being operationally similar to looking up information

from a blackboard. Next, we explain how FFVW accounts for

depth perception in our RDSs.

CPD predicted illusions by imposing an information
bottleneck on feedforward V1 signals
The reverseddepth illusion is an indicative example for testing the

CPD theory. Meanwhile the theory applies more generally. Fig-

ure 5 illustrates how this illusion arises from V1 mechanisms,

drawing an analogy with another illusion predicted by CPD: the

flip tilt illusion, which occurs in orientation rather than depth

perception. In a schematic of the receptive fields (RFs) of a binoc-

ular V1 neuron (the left panel of Figure 5A), the RF for the left-eye

image has the same shape as the RF for the right-eye image, but

is displaced horizontally from the right-eye RF by a disparity visu-

alized by the red arrow. This arrow is tilted to the right, indicating

that this neuron prefers a positive binocular disparity for a near-

depth. The second panel of Figure 5A shows the neural RFs su-

perposed by a contrast-matched white binocular dot, whose
Figure 5. V1 mechanisms and the information bottleneck explain reve

(A) A V1 neuron’s disparity selectivity for encoding depth makes the neuron resp

between the two monocular images.

(B) An analogous mechanism for encoding orientation. A V1 neuron preferring a

contrast-reversed dots.

(C) Let retinal inputs contain a contrast-reversed dot, with a disparity for a far dept

depth. If the bottleneck admits only responses from these two most task-relevant

Extra information about, e.g., responses of some monocular neurons, queried b

(D) A demonstration of the flip tilt illusion, the analogy of the reversed depth illusion

the ‘‘+’’, with a radius about 0:4 of the image width. In the upper and lower image

ring, respectively.
disparity is visualized by a dashed red arrow. The white dot falls

in the on-subfields of the RFs in both eyes, hence the dot’s

disparity matches the preferred disparity and so excites this

neuron. The third panel of Figure 5A is analogous to the second

panel, illustrating that a contrast-matched black dot at near-

depth can also excite this neuron via the off-subfields of the

RFs. However, as shown in the right panel of Figure 5A, this

neuron can also be excited by a negative disparity (for a far-

depth, the left-tilted cyan arrow) opposite to the preferred

disparity when the dot is contrast-reversed, because the black

dot falls in an off-subfield for one eye while the white dot falls in

an on-subfield for the other eye to excite this neuron. This

contrast-reversed dot does not activate another V1 neuron tuned

to far depth (see Figure 5C). This is a simplifiedmodel (see a fuller

model in a study by Read J.C.A et al.57) to explain the reversed

depth responses in real V1.22

Figure 5B shows an analogous schematic for a V1 neuron

tuned to horizontal orientation. This neuron is excited by horizon-

tally oriented inputs, such as a pair of contrast-matched dots

(two white dots or two black dots) horizontally displaced from

each other. But this neuron is also excited by a vertically oriented

input when the dot-pair is contrast-reversed. This predicts the

flip tilt illusion—the perceived orientation of a contrast-reversed

dot pair is orthogonal to the actual orientation of this dot pair in

the peripheral but not the central visual field.19

Figure 5C explains how V1’s reversed depth responses lead to

the illusion by a bottleneck starting from V1’s output to later

stages. A contrast-reversed dot across the two retinas, with a

far-depth disparity, excites a V1 neuron tuned to near-depth

but not another V1 neuron tuned to far-depth. Imagine a simple

case in which these two most task-relevant V1 neurons’ re-

sponses r are the only ones admitted into the bottleneck to

downstream visual areas. Based on these responses and the

knowledge about these neurons’ RF structures, downstream vi-

sual areas generate multiple hypotheses, e.g., H1, H2, H3, about

the visual scene that caused r. HypothesisH1 is for a white dot at

near-depth, hypothesis H2 is for a black dot at near-depth, hy-

pothesis H3 is for a nonsensical, contrast-reversed, dot. There-

fore, the perceptual outcome is ambiguous between the three

possible perceptual outcomes, because the bottleneck has im-

poverished the feedforward information so that the perceptual

process cannot narrow down to a single hypothesis by the

admitted signals r only. If (as hypothesized for peripheral vision)

there is no option to query for more information from V1, the

perceptual process should use its internal model of the world

to assign a weight wi, or probability pi, to each Hi, leading to a
rsed feature illusion in depth and orientation

ond to anti-preferred disparity when the visual input dot is contrast reversed

n horizontal orientation can be excited by a vertically oriented dot-pair of two

h. A V1 neuron tuned to near depth is activated, but not a V1 neuron tuned to far

V1 neurons, this impoverished information leads to the reversed depth illusion.

y the feedback, can veto the illusion.

, in peripheral vision but not central vision. In each image, the ring is centered on

s, the contrast-reversed dot pairs on the ring are parallel and orthogonal to the

iScience 28, 112223, April 18, 2025 13
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probability pnear-depth = p1 +p2 for near-depth and a probability

of pnonsensical = p3 for a nonsensical scene. However, the pro-

bability pfar-depth = 0 for far-depth is zero since r suggests

that there is no far-depth object in the scene. Therefore,

pnear-depth >pfar-depth as long as p1 +p2 > 0. Between near-depth

and far-depth options, a better guess should be near-depth to

maximize the probability of a correct guess, this gives the

reversed depth illusion. Downstream visual areas are assumed

to have a knowledge about the visual world, so that they know

the would-be V1 responses br0 from, e.g., monocular neurons

for the dot’s monocular locations for each hypothesis Hi.

Through the FFVW process that is available to central vision,

the feedback query should find that br0 does not match the actual

V1 response r0 for hypotheses H1 and H2, and thus reweight or

veto the reversed depth illusion by making p1 = p2 = 0.

If the information bottleneck were absent, downstream visual

areas would have access to all information encoded by V1,

including monocular information. This would be true even if the

monocular information were encoded implicitly in the population

activity of downstream neurons rather than explicitly by dedi-

cated monocular neurons. In this scenario, downstream areas

could decode the necessary monocular information directly

from their population activity. Consequently, the reversed depth

illusion could be vetoedwithout requiring a feedback query to V1,

then the reversed depth illusion would not occur.

The flip tilt illusion arises in a manner analogous to that ex-

plained in Figure 5C for the reversed depth illusion.19 Figure 5D

demonstrates the flip tilt illusion by two images containing

many contrast-matched and contrast-reversed pairs of dots.

All the dot-pairs are randomly positioned and oriented except

those on a ring centered on the central white cross in each im-

age. On this ring, alternating dot-pairs are either contrast-

matched and tangential to the ring, or contrast-reversed. In the

upper image, the contrast-reversed dot-pairs on the ring are

also tangential to the ring. In the lower image, the contrast-

reversed dot-pairs on the ring are orthogonal to the ring. When

the image is viewed casually or with gaze fixated on the central

cross, the ring is primarily in the peripheral visual field. In this

case, the ring is much more noticeable against the noisy back-

ground in the lower image than in the upper image. This is

because the flip tilt illusion makes the contrast-reversed pairs

appear orthogonal to their actual orientations in the peripheral vi-

sual field. Consequently, in the lower ring, all its dot-pairs appear

tangentially aligned with the ring to make the ring more notice-

able. In contrast, in the upper ring, only its contrast-matched

dot-pairs appear aligned with the ring, making the ring less

noticeable. When gaze is directed to the ring and examines the

ring in central vision, the flip tilt illusion is vetoed and the upper

ring (or at least the ring segments near the center of gaze) is

more noticeable.

Another illusion analogous to the reversed depth illusion is the

reversed phi motion illusion (of the motion direction), which is

also stronger in peripheral than central vision,58,59 and can be

understood analogously.19 In general, these reversed feature il-

lusions suggest that the reversed depth illusion is not functionally

special, despite the rather transparent loss of eye-of-origin infor-

mation from V1 to V2 along the visual pathway. Because orienta-

tion and motion direction features are encoded beyond V1, the
14 iScience 28, 112223, April 18, 2025
existence of the corresponding reversed feature illusions sug-

gests that the bottleneck operation progressively loses critical

information along the visual pathway. In other words, although

the bottleneck starts from V1’s output to downstream areas, in-

formation loss continues in downstream areas. Cumulatively,

more and more information is lost as one travels further down-

stream along the visual pathway. Hence, the downstream visual

areas beyond V1 are likely to have a hierarchical organization for

the feedforward and feedback operations in visual inference,

such that the feedback query could be sent from a relatively

downstream node in the hierarchy to a relatively upstream

node that may not be V1.

Beyond illusions
The reversed depth illusion (and other reversed feature illusions)

and how its visibility changes with visual input locations or back-

ward masking are only some of the falsifiable predictions of the

CPD theory. The theory can be tested by its other predictions.

One prediction is that the effect of backward masking on visual

discrimination (rather than illusion) should be weaker at more pe-

ripheral visual locations.10 This prediction has been confirmed in

an example of metacontrast visual masking,60 and can be tested

further in other examples of visual discrimination tasks, espe-

cially when the discrimination performance is sufficiently sensi-

tive to visual backward masking. Another prediction, via CPD’s

hypothesis that central and peripheral vision are mainly for

seeing (recognition) and looking (shifting attention), is that visual

saliency has a stronger effect to guide attention exogenously at

more peripheral visual locations. This prediction has also been

confirmed in a visual search task,61–63 and can also be tested

further by other examples of visual search tasks. Neurally, the

CPD theory predicts that the reversed depth signals (or signals

for other related illusions) in neural responses are stronger in

neurons whose receptive fields cover more peripheral parts of

the visual field in various visual cortical areas. These visual areas

are more likely to be in visual areas downstream of V1 along the

visual pathway, and may also include V1 if the feedback query

also affects V1 responses. It also predicts that these reversed

feature signals in neural responses are likely stronger sooner af-

ter the visual input onset, before the effects of the feedback

query have fully developed. Another neural prediction of the

CPD theory is that, in the early stages, such as V1 and V2, along

the visual pathway, the percentage of the neurons that are sim-

ple cells (rather than complex cells) should be higher at cortical

locations representing the more central rather than the more pe-

ripheral visual locations. This is because responses from simple

cells are more sensitive to spatial locations of the visual inputs,

they should therefore have more information about spatial de-

tails of visual inputs to support the feedback query, which is

assumed to be stronger in the central visual field by the CPD the-

ory. This prediction can be easily tested. Anatomically, one

should also test another CPD prediction that, in the ventral visual

pathway for visual recognition, there should be denser top-down

feedback fibers targeting the central than the peripheral visual

field representations in upstream cortical areas such as V1.

Feedback to representations of the central visual field can not

only veto, confirm, or disambiguate between perceptual hypoth-

eses, it can also exert top-down biases to perception. For
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example, a previous study17 showed that, during ambiguous

perception, there is a bias to perceive orientation, color, or mo-

tion direction in the binocular summation channel rather than

the dichoptic contrast channel (these two channels are repre-

sented in V1 responses64,65). This bias is in our brain’s internal

model used for the analysis-by-synthesis computation, and,

because feedback query is used to implement analysis-by-syn-

thesis, this bias is stronger in the central visual field.17 The feed-

back to aid visual recognition can also act on sensory inputs in a

nonlinear, context-dependent, and constructive manner. For

example, a hybrid RDS containing both contrast-matched and

contrast-reversed dots can depict 3D object surfaces. If these

dots share the same binocular disparity (of the 3D surface),

then, as long as the RDS is viewed in central vision for a suffi-

ciently long duration for the feedback query to function

adequately, the perceived depth surface is as if the contrast-

reversed dots were vetoed and treated as noise. However, if

the viewing is too brief (e.g., 20 ms) for the feedback to take ef-

fect, depth perception is impaired as if the contrast-reversed

dots undermine perception more strongly than mere noise.28

On the other hand, if the contrast-reversed dots and the

contrast-matched dots have opposite disparity values, so that

their evoked signals in V1 agree with each other on the depth

sign, then the contrast-reversed dots augment depth perception

of the 3D surface regardless of the viewing duration.28 This

perceptual augmentation by contrast-reversed dots may be

related to top-down visual imagination to see vivid subjective

contours for a (e.g.) Kanizsa triangle using fragmentary and

imperfect visual inputs.66,67 Without visual inputs, top-down

imagination is likely active during wakeful rest, predicting via

the CPD theory a correlation between neural activities in higher

brain areas with those in the foveal region of V1. This is consis-

tent with the finding that angular gyrus, a brain region associated

with such functions as language and arithmetics, has its neural

activities more strongly correlated with foveal V1 activities during

rest without visual inputs than during movie watching68 when

bottom-up feedforward visual inputs contribute additionally to

drive neural activities. We are only at the beginning of exploring

and testing the visual perceptual framework of seeing through

the bottleneck from V1 and the CPD theory.10 This will also

enable us to examine peripheral vision in a new light in terms

of its functional role for looking rather than seeing.69

The top-down feedback query to aid seeing can be placed in

the framework that vision has the following three computational

stages13: encoding / selection ! decoding. This framework

centers on the selection stage, which selects a tiny fraction of en-

coded visual information into a bottleneck for deeper process-

ing. In this framework, the selected inputs are sent forward to

be decoded, the decoding process can influence selection

through feedback. Since selection often involves a gaze shift to

place the selected location or object at fovea, the feedback

query about an object initially at a peripheral location before

the gaze shift should be directed to the expected foveal location

of this object after the gaze shift; this means some feedback can

be from a peripheral visual location (represented in a down-

stream cortical stage) to a foveal location (represented in an up-

stream stage along the visual pathway).70,71 Regardless of

whether the selection is by a gaze shift, across a gaze shift, or
during a fixation (accompanied by fixational eye movements72),

the feedback query involves selecting specific information (con-

tained in r0) into the bottleneck during the feedback query and

during selection by or across gaze shifts. This interplay between

selection and decoding is particularly relevant for visual deci-

sion-making tasks involving active sampling of the environment,

such as foraging or planning.16

Limitations of the study
This study reports behavioral tests of the CPD theory, which fo-

cuses on the computational and algorithmic aspects. The theory

does not yet specify the neural implementation details of the

computation. For example, it does not specify which brain areas

are sending the feedback query, other than, qualitatively, that

they are downstream of V1 along the visual pathway. It does

not yet specify how the FFVW algorithm is implemented in neural

circuits, for example, whether and how should the feedback

query affect V1 neural activities, or which layers of neurons in a

cortical area should receive the top-down feedback. The con-

crete behavioral phenomena reported here, and their confirma-

tion of the theoretical predictions, shouldmotivate investigations

at the neural level to fill in the missing information for the imple-

mentation. In particular, the behavioral tasks in this study could

be easily adapted for experiments in monkeys by simultaneous

behavioral and neural recordings. Established knowledge about

how V1 neurons should respond to such visual inputs can help

neurophysiological investigations to examine neural responses

at multiple stages along the visual pathway. (For example, it is

likely easier to find V1 neurons responding to the contrast-

matched and contrast-reversed RDSs for depth surfaces, than

to find V1 neurons responding to some segments of subjective

contours in a Kanizsa triangle or a mooney image, in order to

investigate the top-down feedback mechanisms in visual imag-

ery.) Indeed, it has been observed that, while V1 neurons are

tuned to binocular disparity in both contrast-matched and

contrast-reversed RDSs,22 neurons in V4 downstream of V1

are on average less tuned to disparity when the RDS is

contrast-reversed.73 This is consistent with a veto of the nonsen-

sical V1 signals by downstream processing stages along the vi-

sual pathway, and hence one might speculate that V4 is among

the areas downstream of V1 to send the feedback query. These

studies and future ones to test the neural predictions (mentioned

previously) of the CPD theory can hopefully suggest which

downstream brain areas are more or less involved in the percep-

tual decision making, and if and how they should be organized in

a hierarchical structure (e.g., to differentiate between V2, V4, and

IT downstream of V1). Then, information on the neural mecha-

nisms discovered by the future studies can be combined with

the current behavioral findings to build a concrete model of the

FFVW process for visual inference, thereby making additional

falsifiable predictions to further test the CPD theory. Meanwhile,

some supports for the CPD theory at the neural level are

emerging. For example, Sims et al.74 reported that functional

connectivity (through data from functional magnetic resonance

imaging) between V1 and frontal cortical areas is stronger in V1

regions representing the central than the peripheral visual field.

Also, simultaneous large-scale multielectrode electrophysiolog-

ical recordings from monkey visual cortex V1 and V4 reveal,
iScience 28, 112223, April 18, 2025 15
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through Granger-causality analysis, a stronger top-down feed-

back from V4 to V1 into foveal rather than more peripheral

regions.75 To further test and develop the CPD theory, we

need investigations using diverse approaches—computational,

behavioral, anatomical, and neurophysiological—to get a full

understanding.
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Raw data This study https://doi.org/10.17605/OSF.IO/MXU9W

Software and algorithms

MATLAB https://www.mathworks.com/ Any recent version
EXPERIMENTAL MODEL AND STUDY PARTICIPANT DETAILS

The experiments in this study are part of our research program titled ‘‘Investigation of sensory perception (visual, auditory, olfactory,

tactile) by human behaviorial experiments’’, and this program, under ethical application number 2019_01, has been approved by the

Ethics Council of the Max Planck Society.

Thirteen observers (threemale, elevenwhite Europeans, two Asians) completed themain experiment. Their ages ranged from 18 to

60 (mean age: 27:6). Ten observers (ages ranged from 22 to 59, mean age 40:2, four male, seven white Europeans, three Asians)

participated in the secondary experiment. All observers were healthy, had normal or corrected-to-normal vision, and gave informed

consent before the study. The experiments were performed in accordancewith the Declaration of Helsinki, except for preregistration.

This study does not analyze whether our findings are specific to the gender and ethnicity of our observers. This is mainly because

investigating the specificity to gender and ethnicity is not the purpose of the study, and the numbers of the observers for different

genders and ethnicities were not statistically appropriate for such an analysis.

METHOD DETAILS

Once the designs (in the results section) of the experiments in this study are determined, most of the methods to imple-

ment the designs and to analyze the data are standard (university level) procedures in experimental psychology. These pro-

cedures include displaying visual stimuli, tracking observers’ gaze, recording observers’ button presses, obtaining the aver-

ages and their standard errors from measurements across trials or across observers, and carrying out analyses of variances

(ANOVAs).

A somewhat non-standard procedure in the data analysis is to carry out the permutation tests. To determine whether an accuracy

Fa;b, averaged across observers, is statistically equivalent to the chance accuracy of 0:5, a permutation test is performed as follows.

Let FðsÞa;b be the accuracy by subject s = 1; 2; :::;N of N observers, and let xðsÞ = FðsÞa;b � 0:5. The average xh1
N

PN
s = 1xðsÞ is

compared with x0h1
N

PN
s = 1ð� 1ÞbðsÞxðsÞ, for the binary value bðsÞ = 0 or bðsÞ = 1. Among all the possible x0 values from all the 2N

possible combinations of bð1Þ, bð2Þ., and bðNÞ, the p-value of the permutation test is the fraction of the x0 s that are larger than x

or the fraction of x0 s that are smaller than x, whichever fraction is smaller. Analogously, to test whether the observer-averaged

Fa;b and Fa0 ;b0 for two different conditions are statistically equivalent, we replace xðsÞ by xðsÞ = FðsÞa;b � FðsÞa0 ;b0 when using the

same testing procedure above. For each subject s, to test whether FðsÞa;b and FðsÞa0 ;b0 are statistically equivalent (or FðsÞa;b >
FðsÞa0 ;b0 as the alternative hypothesis), we compare xðsÞhFðsÞa;b � FðsÞa0 ;b0 with x0ðsÞhF 0ðsÞa;b � F 0ðsÞa0 ;b0 , in which F 0ðsÞa;b and

F 0ðsÞa0 ;b0 are the accuracies obtained after each trial of these two conditions is randomly assigned to condition ða;bÞ or ða0;b0Þ while

keeping the total number of trials for each condition intact. The p-value of this permutation test is the fraction of the permutations of

trial labels (across all possible or randomly sampled permutations) for which x0ðsÞ> xðsÞ is achieved.

QUANTIFICATION AND STATISTICAL ANALYSIS

All the reported quantities in this paper have been defined in the main text at their appropriate sections or paragraphs for the ease of

reading. For completeness, I summarize them here.

d In our depth reporting task, the accuracy of each observer in each condition (as plotted in Figures 3 and 4) is defined as the ratio

between the number of trials of this condition inwhich the depth report agreedwith the disparity of the disk and the number of all

the trials of this condition performed by this observer.

d In Figures 3 and 4, each data bar represents the accuracy averaged across n observers, with n = 13 and 10 for the main and

secondary experiments, respectively. The error bars in these figures represent the standard errors of the average accuracies.
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These accuracies are also reported in the text in the results section.

d Repeated ANOVA (analysis of variance) is employed to analyze data in the secondary experiment, to examine the effects of two

factors: viewing location (central or peripheral) and the durationDt for each RDS frame. The results of the analysis are shown by

F ratios and p-values in the text of the results section.

d Permutation test is used to examine whether one observer-averaged quantity (e.g., accuracies) in one condition is larger than,

smaller than, or statistically equivalent to, that in another condition. The same test can also compare the average accuracy with

another constant such as the chance level of 0.5, or to examine whether the difference between two accuracies is different from

zero. Permutation test is also used to compare two accuracies of the same observer in two different conditions. The detailed

procedures for the permutation test are described in the Method details above. The p-values of these permutation tests are

reported in the text and the figure captions of the results section.

d All the analysis above could be done by hand, in principle. In practice, for time efficiency, it is recommended to use standard or

self-written computer programs using Matlab, Python, or any other suitable language for the analysis.

ADDITIONAL RESOURCES

No additional resources beyond the standard ones available from, e.g., equipment suppliers and basic research infrastructure, are

needed to reproduce this study.
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