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Abstract

V1 neurons have been observed to respond more strongly to figure than background regions. Within a figure region, the re-

sponses are usually stronger near figure boundaries (the border effect), than further inside the boundaries. Sometimes the medial

axes of the figures (e.g., the vertical midline of a vertical figure strip) induce secondary, intermediate, response peaks (the medial axis

effect). Related is the physiologically elusive ‘‘cross-orientation facilitation’’, the observation that a cell’s response to a grating patch

can be facilitated by an orthogonally oriented grating in the surround. Higher center feedbacks have been suggested to cause these

figure–ground effects. It has been shown, using a V1 model, that the causes could be intra-cortical interactions within V1 that serve

pre-attentive visual segmentation, particularly, object boundary detection. Furthermore, whereas the border effect is robust, the

figure–ground effects in the interior of a figure, in particular, the medial axis effect, are by-products of the border effect and are

predicted to diminish to zero for larger figures. This model prediction (of the figure size dependence) was subsequently confirmed

physiologically, and supported by findings that the response modulations by texture surround do not depend on feedbacks from V2.

In addition, the model explains the ‘‘cross-orientation facilitation’’ as caused by a dis-inhibition, to the cell responding to the center

of the central grating, by the background grating. Furthermore, the elusiveness of this phenomena was accounted for by the insight

that it depends critically on the size of the figure grating. The model is applied to understand some figure–ground effects and

segmentation in psychophysics: in particular, that contrast discrimination threshold is lower within and at the center of a closed

contour than that in the background, and that a very briefly presented vernier target can perceptually shine through a subsequently

presented large grating centered at the same location.

� 2004 Elsevier Ltd. All rights reserved.
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1. Introduction

Segmenting figure from ground is one of the most

important visual tasks, since it is seen as a pre-requisite

for object recognition. While this topic has been studied

extensively in computer vision and human psychophys-

ics, physiological studies to probe the neural correlates

of figure–ground segmentation in early visual cortex
started only in recent years. In this paper, I review the

relevant physiological observations on the ‘‘figure–

ground’’ effects triggered by Lamme’s finding that

neural responses in V1 are higher to figures than back-

ground [20]. I will then relate them to physiological data

on contextual and surround influences to cell responses

in cortex. A V1 model is then used to demonstrate a

proposal that V1 mechanisms, in particular, the intra-
cortical interaction, are the causes of the physiological
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‘‘figure–ground effects’’. Additional model predictions

will be presented, and subsequent physiological data

confirming model predictions will be reviewed. I will use

the insights gained from the model to account for some

figure–ground and segmentation effects observed psy-

chophysically.

V1 is usually considered a low level visual area, its

classical receptive fields (CRFs) are usually much
smaller than the sizes of most figure surfaces. It is

therefore exciting to find that neural responses in V1 are

higher to figures than background [20,21,40]––the fig-

ure–ground effect. Further experiments revealed that the

medial axis of a figure can sometimes induce even higher

responses than the figure surface nearby [23]–– the

medial axis effect (see Fig. 1 for illustration). This effect

is worth noting since, computationally, a convenient
skeleton representation of a figure surface is suggested

to be the medial axis transform [1], formally defined as

the locus of the centers of the largest circles inside the

figure region. It is a set of connected lines that are a
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Fig. 1. Illustrating the figure–ground effect and its components: the

border effect and interior effects, which includes the medial axis effect.

504 L. Zhaoping / Journal of Physiology - Paris 97 (2003) 503–515
formal reduction of the shape of a surface (think of a

stick figure for a man). The response differentiation

between figure and ground becomes significant 80 ms
after stimulus onset or 30–40 ms after the initial re-

sponses [20,22,23,40], late enough to allow contributions

from higher visual areas. Furthermore, the figure–

ground effects can be reduced by anesthesia or lesions in

higher visual areas [21]. Hence, there was a common

assumption that they mainly result from feedbacks from

higher visual areas [20,23,40].

However, it is obviously important to consider how
the figure–ground effects may result from boundary

processing, a computational task more closely associ-

ated with V1. Indeed, another experiment [6] found that

V1 cells robustly give higher responses to global borders

between two texture regions, even under anesthesia.

Furthermore, in the experiments showing the figure–

ground effect [21,23,40], the response to the figure sur-

face is usually highest near the figure boundary rather
than anywhere further inside the boundary, including

the medial axis. The differentiation between response

levels to figure and ground appears earlier near figure

boundaries and is significant at 10–15 ms [6] or 10–20 ms

[22,23] after the initial responses, whereas it takes 30–40

ms after the initial responses to differentiate responses to

figure interior from that to the ground [20,22,23,40]. The

figure–ground effect thus consists of the border effect

(Fig. 1), the response highlight to part of the figure near

the boundary, and the interior effects (including the

medial axis effect), the response highlights further inside

the boundary.
In 1999, Li proposed [28] that V1 mechanisms are
mainly responsible for these figure–ground effects ob-

served physiologically, and that the interior effects, in

particular, the medial axis effect, are by-products of the

border effect. This proposal was inspired by the obser-

vations by Gallant et al. [6], as well as the following

anatomical and physiological findings. Finite range in-

tra-cortical interactions [5,7,11,34] cause the responses

of a cell to be modulated by stimuli that are nearby, but
outside its CRF. They are manifested in the contextual

influences seen experimentally, which are mainly sup-

pressive, though sometimes facilitatory. For instance,

Knierim and van Essen [17] observed that a cell’s re-

sponse to an optimally oriented bar can be reduced by

80% when the bar is surrounded by similarly oriented

bars near but outside the CRF. This is termed iso-ori-

entation suppression. The surround suppression is
weaker if the surround bars are oriented randomly, and

is the weakest when the surround bars are oriented

orthogonally to the central bar. A related observation is

‘‘cross-orientation facilitation’’, observed by Sillito et al.

[37], that a V1 cell’s response to a grating patch can be

enhanced when the grating is surrounded by an

orthogonally oriented grating. This facilitation effect

was elusive as some subsequent attempts by other
researchers failed to find it. Kapadia et al. [14] found

that a V1 cell’s response to a bar can be enhanced when

contextual bars are aligned with the central bar to form

a smooth line or contour––colinear facilitation. All these

contextual influences, if caused by V1 mechanisms only,

should be accounted for by the same V1 neural circuit of

the intra-cortical interaction. The finite range interac-

tion, mediated by axons extending a few millimeters
laterally [7,34], i.e., linking CRFs separated by up to a

few CRFs from each other, could propagate to make V1

cells sensitive to long range image features despite the

locality of their CRFs.

Li’s proposal was validated [28,30] by using a model

of V1 whose parameters are chosen such that the model’s

responses to stimuli are consistent with the experimental

data summarized above on intra-cortical interactions
and contextual influences [25–27]. The model cells with

nearby but not necessarily overlapping CRFs interact

via intra-cortical connections. The model exhibited the

border and interior effects, in particular the medial axis

effect, and allowed to probe the dependence of these

effects on size, shape, and texture features of the figures.

It showed that whereas the border effect is robust, the

interior, and, in particular, the medial axis, effects are
by-products of the border effect. Furthermore, the

interior effect is predicted to diminish as the figure size

increases and the medial axis effect is predicted to be

significant only for certain figure sizes. Figure size

specificity of the medial axis effect was indeed evident in

the original data [23]. Subsequently, new physiological

data [35] confirmed the predicted diminishing response
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enhancement to figure interiors of increasingly large
figures. Meanwhile, it was shown that the surround

modulations of V1 responses do not depend on V2

feedbacks [12].

The insights provided by the model allowed an

understanding of the elusive ‘‘cross-orientation facilita-

tion’’ as dis-inhibition of the response to the center of

the figure grating by the background grating. The model

reveals that this effect can only be manifested within a
small range of sizes of the figure grating, thus explaining

its elusiveness in experimental investigations. Other re-

lated surround modulations, such as the extent of the

surround summation and suppression as manifested

in a V1 cell’s responses to a grating [36] can also be

accounted for.

Psychophysically, contrast detection tasks have been

observed to be easier inside a closed contour, presumed
as figure, than those in the background image regions

[18]. A familiar dependence of this effect on the size of

the contour region was also observed [19]. Recently, a

‘‘shine-through’’ phenomena, that a very briefly pre-

sented vernier target can be perceived as superposed on

a subsequently presented grating, was also shown to
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In the rest of the paper, I will first describe the V1

model. Then the model is used as an organization guide

to understand the neural mechanisms behind, and to

provide a link between, the physiological and the psy-

chophysical data outlined in this section.
2. Methods

The model contains arrays of model neuron units

tuned to orientation and spatial location (see below). A

unit ði; hÞ has CRF center at location i and prefers ori-

entation h. An image is processed through the corre-

sponding receptive fields to provide input to individual
model units. The units interact with each other via lat-

eral connections, using both monosynaptic facilitation

and disynaptic inhibition through interneurons [7,11,34,

38]. Fig. 2 shows the elements of the model and

their interactions. The lateral connections tend to link

cells preferring similar orientations, giving orientation
-
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specific contextual influences including colinear facili-
tation and iso-orientation suppression. In addition, the

model includes an activity normalization process (see

below) which enables a general, orientation unspecific,

finite range contextual suppression. The output from a

model unit is its response to the stimulus within its CRF

in the light of the intra-cortical interactions, and it thus

depends on stimuli outside the CRF as well. The behavior

of the model, i.e., the outputs from all units under visual
inputs, thus depends strongly on the lateral connections,

which are such that (1) they are consistent with the ana-

tomical and physiological data [5,7,11,34] and (2) the

model behavior exhibits the contextual influences (e.g.,

general and iso-orientation suppression and colinear

facilitation) observed physiologically [14,17,37].

To focus on intra-cortical interactions, the model

includes mainly layer 2–3 orientation selective cells.
Cells influence each other via horizontal intra-cortical

connections, transforming patterns of inputs to patterns

of cell responses. At each location i there is a model V1

hypercolumn composed of 12 neuron pairs. Each pair

ði; hÞ consists of an excitatory (pyramidal) neuron and

an inhibitory interneuron interconnected with each

other, has CRF center i and a particular preferred ori-

entation h, and is called (the neural representation of) an
edge or bar segment. Note that each model neuron

models a local group of physiological neurons of similar

properties, and that this group size depends on the

neuron type. The excitatory cell receives the visual input;

its output measures the response or salience of the edge

segment and projects to higher visual areas. Based on

experimental data [5,7,11,34], horizontal connections

Jih;jh0 (respectively Wih;jh0) mediate contextual influences
via monosynaptic excitation (respectively disynaptic

inhibition) from pyramidal cells jh0 to ih which have

nearby but different CRF centers, i 6¼ j, and similar

orientation preferences, h � h0. The monosynaptic excit-

atory connections J predominantly link colinear CRFs,

whereas the disynaptic inhibitory connections W pre-

dominantly link non-colinear CRFs of similar orienta-

tions (Fig. 2(B)). The membrane potentials xih and yih, of
the excitatory and inhibitory cells, respectively, follow

the equations (it is not necessary to understand these

equations and their details in order to understand this

paper, these details are included just for interested

readers):

_xih ¼ �axxih �
X

Dh

wðDhÞgyðyi;hþDhÞ þ JogxðxihÞ

þ
X

j 6¼i;h0
Jih;jh0gxðxjh0 Þ þ Iih þ Io

_yih ¼ �ayyih þ gxðxihÞ þ
X

j 6¼i;h0
Wih;jh0gxðxjh0 Þ þ Ic

where axxih and ayyih model the decay to resting poten-

tial, gxðxÞ and gyðyÞ are sigmoid-like functions modeling
cells’ firing rates in response to membrane potentials x
and y, respectively, wðDhÞ is the spread of inhibition

within a hypercolumn, JogxðxihÞ is self excitation, Ic and

Io are background inputs, including noise. In addition, Io
for each unit ih includes a suppressive, orientation

unspecific, local activity normalization (suppressive)

input (proportional to �½
P

jj�ij6 2;h0 gxðxjh0 Þ�
2
, after the

model by Heeger [8]) that is contributed by unit activi-

ties from a local neighborhood within 2 grid spacings.
Finite range inhibition, which are orientation diffusive

or unspecific, mediated by the inhibitory basket cells

[15,16] could be the neural basis for the normalization.

Visual input Iih persists after onset. The initial neural

responses are mainly driven by feed-forward inputs Iih.
The activities are then modified by the contextual

influences, which become apparent after about one

membrane time constant. Since the horizontal connec-
tions are of finite range, if two neurons have no direct

(mono-synaptic or disynaptic) connection between them

but are both connected to a third neuron, they can exert

contextual influences upon each other only after about

two membrane constants after stimulus onset. In other

words, contextual influences can propagate a long dis-

tance given long enough time and active intermediate

neurons. Temporal averages of gxðxihÞ are used as the
model’s output.

This V1 model had been previously constructed [25–

27] to account for physiologically observed contextual

influences, including iso-orientation suppression, wea-

ker suppression under cross-orientation or random ori-

entation surround [17], facilitation under colinear flanks

[14], and enhanced responses to texture borders [6].

The model behavior is also consistent with human visual
behavior such as contour saliency enhancement, tex-

ture segmentation, and visual searches, when the model

is applied on global stimuli such as closed curves against

random backgrounds, texture regions, or visual tar-

gets among distractors [26,27,29]. Our claim of consis-

tency between our model and human psychophysics

is under the assumption that V1 response, at least at

its initial phase after stimulus onset (before the top–
down feedback is significant), corresponds to the visual

saliency of the underlying stimulus ([31]; note that

stimulus saliency depends on, but is not the same as,

stimulus contrast. See [10]). In this paper, we apply

the model to figure–ground stimuli or those stimuli

relevant to our topic concerned. Various strengths and

weaknesses of the model on topics less related to that

of this paper are discussed in more detail in Refs. [26–
29]. The plotted region in each picture of this paper, of

a visual stimuli or the response pattern, is often a

small region of an extended image. The detailed

model parameters (e.g., the synaptic weights, available

in [26]; for readers interested in reproducing the results)

are the same for all simulated examples except when

noted.



Fig. 4. Dependence on the size of the figure. The figure–ground effect is

most evident only for small figures (A), and the medial axis effect is

most evident (C) only for figures of appropriately finite sizes.
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3. Results

Fig. 3 shows that the model exhibits the figure–

ground (border and interior), medial axis, and the bor-

der effects [28]. The highest responses are to the figure

borders or the whole of a small figure against back-

ground. The responses to the medial axis are enhanced,

but not so greatly as at the borders. These different re-

sponse levels are to input bars of the same contrast, and
are therefore solely due to contextual influences. The

border effect is highly significant within a distance of

about 2 texture element spacings from the border in the

example of Fig. 3(C), let us call this the effective border

region. It is mainly caused by the fact that the texture

elements at the border experience weaker iso-orientation

suppression because they have fewer iso-orientation

neighbors than the texture elements far from the border.
When the figure is sufficiently small (e.g., 6 4 texture

element spacings), all parts of it belong to the effective

border region and are thereby awarded higher responses

(Figs. 3(A) and 4(A)). Indeed, physiological experiments

demonstrating the figure–ground (interior) effects [20–

22,40] employ small figures. In larger figures, the

stronger responses to the effective border region cause

extra iso-orientation suppression to the adjacent (figure)
texture bars outside the effective border region, let us

call this the border suppression region. This is significant
Fig. 3. Model behavior on the figure–ground, medial axis, and border

effects. Figure and ground are defined by the orientation of the texture

bars. The model inputs are composed of texture bars of equal contrast,

the CRFs of the model units have roughly the same size as the bars; the

model outputs plot the texture bars with their thicknesses proportional

to the neural responses to the bars in the respective images (as in other

figures of this paper). In (A) the average response to figure is more than

2 times that of the average response to background. In (B) the ratios of

response levels to figure border, figure axis, and background are

4.3:2.2:1. In (C) the border response is 4 times that of the background

response.
and is visible at the right side of the border in Fig. 3(C).

This region can reach no further than the longest length
of the lateral connections (mediating the suppression)

from the effective border region. The (figure) texture

bars further still from the border and adjacent to the

border suppression region not only escape the stronger

suppression from the border, but also experience weaker

iso-orientation suppression from the weakened texture

bars in the nearby border suppression region. As a re-

sult, a second and significant response or saliency peak
appears––the ripple effect, at about 9 texture element

spacings to the right of the texture border in Fig. 3(C).

Let us call the distance (e.g., 9 texture element spaces in

Fig. 3(C)) from the border to the secondary ripple the

ripple wavelength, which should be of the same order of

magnitude as the longest length of the lateral connec-

tions.

Note that the sizes of the effective border region, the
border suppression region, and the ripple wavelength

shown in our examples are for illustrative purposes and

can differ quantitatively from their physiological coun-

terparts, which should depend on the stimulus scale, as

well as on the actual lengths and strengths of the lateral

connections. Rockland and Lund [34] found that the

horizontal connections are 2–3 mm in length in the

primates, while Gilbert and Wiesel found corresponding
lengths in the cats to be up to 4 mm [7] or 6–8 mm [41].

Since cells tend to connect to each other when they have

similar receptive field sizes [32], and assuming that 1 mm

of cortical distance corresponds to roughly one receptive

field size, we estimate that horizontal connections link

cells displaced by 2–3 receptive field sizes for monkeys

and, depending on which experimental data to rely on,



Fig. 5. Dependence on the shape of the figure and the texture features.
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4, or 6–8, or 2–5 [32] receptive field sizes for cats. (In
comparison, the horizontal connection length in our

model is nine times the receptive field size.) These length

values correspond to the ripple wavelength. The sizes of

the border region and the border suppression regions

should be scaled down from these values. Given a visual

stimulus, one can obtain its dominant scale and spatial

frequency value to arrive at the receptive field sizes of

the cells that are most excited by the stimulus. The size
of the ripple wavelength (or border suppression region)

can then be estimated as the corresponding multiples, 2–

3 times for monkeys and 2–8 times for cats, of the

receptive field size. Note that all these estimates should

be taken with caution, since the length of the horizontal

connections is not the only determining factor, the

strengths of the connections for all distances up to the

maximum length is the actual underlying factor dictat-
ing the outcome.

Fig. 4 summarizes the model dependence on the sizes

of the figures. Fig. 4(B) shows that the response to the

center of the figure is smallest when the figure size is

such that the center is in the border suppression regions

from both borders. When the size of the figure is about

twice the ripple wavelength, the ripples or the secondary

saliency peaks from the two opposite borders superpose
at the center of the figure to give the medial axis effect in

Fig. 4(C) (the same as Fig. 3(B)). This reinforces the

saliency peak at this medial axis since it has two border

suppression regions (from two opposite borders), one on

each side of it, as its context. For even larger figures, the

medial axis effect diminishes (Fig. 4(D)), and the re-

sponse level to the center approaches that to the back-

ground (Fig. 6(B)) for very large figures. Physiologically,
the medial axis effect is also observed only for certain

figure sizes, about four to six times of the cell’s receptive

field in monkeys [23], for a given cell. This agrees with

the fact that the lengths of the horizontal connections,

i.e., the length of the ripple wavelength, in the monkeys

is about 2–3 mm [34], i.e., two to three times of receptive

field size.

Fig. 5 demonstrates that the shapes and texture ele-
ments of the figure also play important roles. For in-

stance, Figs. 5(A) and (E) and 4(C) show that the

position of the border highlight is biased towards

the texture region where texture elements are parallel to

the border, whether or not this texture region is the

designated figure. This is also observed physiologically

(see Fig. 12 in [23]). This observations can be under-

stood as follows: for these most highlighted border ele-
ments, not only do they have fewer iso-orientation

neighbors to suppress them, they in addition have more

colinear neighbors (than the border elements in the

neighboring texture) to facilitate them. In fact, such a

bias or asymmetry at the border can lead to a psycho-

physical bias in the perceived location of the texture

border [33], simply because the response highlights do
not distribute symmetrically across the border. Addi-

tionally, the colinear facilitation causes a texture border

more salient when the texture elements are parallel to

the border, as observed psychophysically [39]. Analo-

gously, the medial axis effect is also stronger in a texture

region when the medial axis is parallel, rather than

orthogonal, to the texture element. This is also observed
in physiological data (see Fig. 12 in [23]). The more

complex spatial distribution of the border effect and the

medial axis effect in Fig. 5(B) and (C) can now be

understood as results of the number of contextual

neighbors that are iso-oriented and/or colinear, whether

or not the texture region concerned is designated as

figure.

It is now apparent that the effects arising from the
texture border should stay the same qualitatively when

no neighboring or background texture regions exist,

since the most significant contextual influences on a cell

arise from cells responding to the same texture region.

Our insight can then be applied to understand a V1 cell’s

response to increasingly large grating patches, as a

grating patch can be viewed as a regular texture (without
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background or surround textures) while the cell’s CRF
is centered at the center of the grating patch. For small

grating sizes (first 2 grating patches in Fig. 6(A)), the

cell’s CRF is within the effective border region of the

whole patch, and thus gives vigorous responses. When

the grating is large enough so that the cell’s CRF is

at the border suppression region of the grating bound-

ary the third to sixth grating patches in Fig. 6(A), its

response is very much suppressed. The suppression
diminishes as the grating patch becomes larger, the cell’s

response can be strong again when the CRF is at the

location of the secondary ripple from the grating

boundary, when the grating radius is roughly the ripple

wavelength (in this example at a grating radius around 9

grid units or CRF sizes). As the grating size increases
Fig. 6. (A) Model’s response to grating patches (without background) of vari

fit plots in picture, the large gratings are not plotted in scale. (B) Cross-orien

border is reduced by the general suppression of the figure border by the ba

response level to homogeneous background) to the center of the figure with

figure radii. Note that a patch radius indicated in the plot is the extension fro

unit of the distance between neighboring nodes in the model grid. Hence, a r

patch that includes only one grid node, and hence has zero extension to any o

is at figure radius¼ 9 when the colinear facilitation at the medial axis is itself

the figure approaches that to homogeneous background.
further, the response will asymptote towards a level
corresponding to a response to an infinitely large grat-

ing. Accordingly, a curve of response vs. grating size can

be obtained, as in Fig. 6(C). The summation zone and

suppression zone observed physiologically on the size

tuning of the cell’s responses [36] can be identified in this

curve for grating radius smaller than the ripple wave-

length. The model however predicts a second rise, a

stronger response at a grating radius equal to the ripple
wavelength. This could be possibly missed by physio-

logical experiments when very large grating sizes are not

tested.

Now we are ready to explain the elusive phenomena

of ‘‘cross-orientation facilitation’’. In this, the neural

response to a figure patch (a grating) is enhanced when
ous sizes. All gratings differ only in size but not in spatial frequency, to

tation dis-inhibition––the suppression of the figure center by the figure

ckground of an orthogonal grating. (C) Response (normalized to the

and without the background (of an orthogonal grating) for different

m the center of the CRF to the periphery of the patch, measured in the

adius¼ 0 in the plot does not mean a grating patch of size zero, but a

ther grid nodes. The example in (B) is at figure radius¼ 3, and Fig. 5(B)

overwhelming. For very large figures, the response level to the center of



Fig. 7. Closed contours (circles) in backgrounds of randomly oriented

bars can influence the saliencies within them. Model inputs show two

examples, each contains randomly oriented bars except those that

connect to form a circle near the image center. In the smaller image,

the circle is not as conspicuous because it is quite small, its diameter is

only 4 grid units long. Model outputs are shown for the corresponding

example inputs. Note that bars that form the circles are more likely to

induce higher outputs due to their alignment with the contextual bars.

The saliency maps are for the corresponding stimuli types, averaged

over various inputs with the same contour elements but different

random backgrounds. At each grid point, the saliency value is visu-

alized by the radius of the plotted circle, which is proportional to the

average model outputs at that spatial location.
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the figure is surrounded by a background of an
orthogonal grating. Although this has been observed by

Sillito et al. [37], other researchers have only found

suppression from the cross-orientation background.

According to our model, when the center of a lone

grating is in the border suppression region, it evoked

responses in a cell will be suppressed by the neighboring

cells which are responding vigorously to the border of

this grating. When a background grating is added to the
stimulus, its evoked responses provide a general, orien-

tation unspecific, suppression to the neighboring cells

responding to the central grating––in particular, cells

responding to the border of the central grating will be

suppressed. This suppression of the border highlights by

the surround grating dis-inhibits the border suppression

region at the center of the central grating, and thereby

produce an apparent ‘‘cross-orientation facilitation’’
(see Fig. 6(B)). Therefore, this phenomena should be

experimentally elusive since a critical stimulus parameter

is figure size, which should be such that the figure center

is at the border suppression region (see Fig. 6(C)). In our

model which has horizontal connections up to 9 times

the receptive field size, the circular figure size for ‘‘cross-

orientation facilitation’’ has a radius about 3–4 times the

receptive field. Since monkeys and cats have horizontal
connections up to 3 and 3–8 mm respectively [7,32,

34,41] physiological ‘‘cross-orientation facilitation’’ is

most likely seen in figures with radius roughly 0.5–1.5

times of the cell’s receptive field for monkeys (or 0.5–4

times for cats). While Sillito et al. [37] showed a figure in

which a cell exhibited ‘‘cross-orientation facilitation’’

when the size of the central grating is optimal (i.e., the

grating leads to maximum summation when presented
alone), they showed in a later and more detailed study

that cells tend to exhibit ‘‘cross-orientation facilitation’’

when the central grating is larger than the CRF [13,24].

Another model [2] provided an alternative account of

the ‘‘cross-orientation facilitation’’ by considering the

neural dynamics between excitatory and inhibitory cells.

However, this account cannot explain the size depen-

dency of the phenomena since the model concerned in-
cludes only the orientation dimension but not the spatial

dimension (thus the size parameter) in the visual stim-

ulus.

A closed contour is also very salient because of the

colinear facilitation between the contour segments

[4,14,18,25]. It can thus influence the image area that it

surrounds in just the way that the border of a figure does

to the figure region enclosed. Consider the case that the
background (both inside and outside the contour) con-

sists of randomly oriented bars. The contour effect is

weaker than the figure border effect because the general,

orientation unspecific, suppression from the contour to

the random background is weaker than the iso-orien-

tation suppression from the border to the figure interior

of an iso-orientation figure region [17]. The contour ef-
fect is further submerged by the noisy contextual facil-
itation and suppression arising from the accidental

alignments between the random background bars (Fig.

7). However, the contour effect can be made evident by

averaging out the randomness (with many trials of dif-

ferent random background stimulus), and it can then be

seen to depend on the size of the contour just as the

border effect depends on the size of the figure. The

center of a closed contour is less salient in an appro-
priately small contour but more salient in an appropri-

ately large one (Fig. 7). Let there be a stimulus bar at the

center of the contour. When this bar is less salient, it

evokes a weaker V1 response. A contrast increment of
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this bar would cause a more significant change in the V1
response (than that if the baseline response to the bar

were stronger). Assuming that contrast discrimination

of a stimulus is carried out by detecting significant

changes in the evoked neural responses relative to neural

noise (which usually scales with the responses), we

conclude that it is easier to perform contrast discrimi-

nation on a bar in the suppressed center of a contour.

This is just like in Weber’s law where it is easier to
discriminate contrast when the baseline contrast is

low. Indeed, psychophysically, contrast discrimination

threshold are low at the center of a closed contour, in a

way that depends on the size of the contour (relative to

the length of the (gabor) bars) [18,19].
4. Discussion

Our model suggested and predicted that (1) V1

mechanisms can account for the particular kinds of

figure–ground effects observed in the physiological

experiments by Lamme [20], Zipser et al. [40], Lee et al.

[23], and Lamme et al. [22], including interior effects, in

particular, the medial axis effect, and the border effect,

observed physiologically, (2) the interior effects,
including the medial axis effect, are weaker than the

border effect, and, most importantly, (3) the interior

effects are products of the border effect and are only seen

for certain figure sizes. By comparison, the border effect

is robust. The model makes the testable prediction that

the figure–ground interior effect away from borders

should disappear when the figure is large enough. We

therefore suggest that feedback from higher visual areas
is not necessary for these effects of figure–ground and

medial axis observed in these particular experiments,

although, of course, we cannot exclude the possibility

that it also contributes.

Shortly after the model predictions were published

[28,30], they were confirmed by physiological experi-

ments. In particular, Rossi et al. [35] showed that the

figure–ground effects in V1 were only present when the
figure is small enough, or when the CRF of the recorded

cell is close enough to the texture border, and that the

V1 neurons appear to signal texture boundaries rather

than figures per se. H�upe et al. [12] also showed the

supporting evidence that the response modulations in

the V1 cells by texture surround do not depend on

feedbacks from V2.

Our findings are consistent with the observation that
the border effect has a shorter latency (10–20 ms after

the initial response) [6,22,23] than the interior effects

(30–40 ms after the initial response) [20,22,23,40]. If

influences from given contextual activities take 10–20 ms

to build up, the initial border effect should arise at about

this latency after the initial feed-forward-driven cell re-

sponses. Since the interior effects depend on the border
effect, it should take additional 10–20 ms to become
evident. The border effect in our model also has a rela-

tively shorter latency for the same reason.

Computationally, marking the border is sufficient for

the purpose of segmenting figure from ground. Since it is

often a subjective decision as to which is figure and

which is ground, it is neither necessary nor desirable to

highlight one arbitrary region against another, at least

under pre-attentive conditions. Our model of V1 was
originally proposed to account for pre-attentive contour

enhancement and texture segmentation [25–27]. Con-

textual influences were proposed to detect locations

where homogeneity in the input image breaks down, and

make these locations more salient by stronger responses

to them. These highlights mark candidate locations for

boundaries of image region (or object surface), for

smooth contours and small figures against backgrounds,
serving pre-attentive segmentation.

4.1. From borders to objects: understanding shine through

and inheritance

We can deduce from the above arguments that any

local salient peak marks a border of a (homogeneous)

surface or object, or the whole of an object of a suffi-
ciently small size. Hence, a single saliency peak in a

whole image should mark a small object, while two

saliency peaks separated along a spatial dimension in a

whole image could mark the two borders of an extended

(one dimensional) surface (that extends infinitely in the

other spatial dimension). Furthermore, three separate

saliency peaks could suggest the presence of a small

object in addition to an extended background surface.
We can apply this concept to understand the recently

observed psychophysical phenomena called inheritance

and shine through [9]. It is observed that, when a vernier

stimulus (with a horizontal offset) is presented for a

short time (20 ms) and followed immediately (for 300

ms) by a (vertical) line grating composed of an upper

and a lower halfs aligned with each other, the vernier is

invisible but the whole grating is perceived to have the
vernier offset between its upper and lower halfs. This

phenomena is termed inheritance, and is present when

the grating has no more than 5 lines or grating elements.

However, when the grating is larger, with more than 7

grating elements, the percept becomes a vernier super-

posed on, or shining through, the grating which does not

show any offset (see Fig. 8). The discrimination of the

offset direction, in inheritance and shine through, de-
pends on the size of the grating and is poorest for a five

element grating. When simulated with the correspond-

ing stimuli, our model produces response patterns con-

sistent with the psychophysical phenomena, see Fig. 8.

In particular, when the input grating has fewer elements,

e.g., three elements, the model responded with a single

saliency peak (among the 3 grating elements) in each



Fig. 8. (A) Inheritance and shine through observed psychophysically by Herzog and Koch [9], a briefly presented vernier followed by a grating gives

the percept of inheritance when the grating has no more than five elements, but a percept of shine through when the grating has no less than seven

elements. The percept of the vernier offset, whether in inheritance or shine through, is weakest when there are only 5 grating elements. (B) The model

simulation of inheritance and shine through with 3, 5, and 11 grating elements. Each bar in psychophysics is simulated as composed of three shorter

segments, each excites an underlying cell with a corresponding CRF. If fewer segments were used for each bar in the simulation, the shine through

phenomena would weaken in the model behavior, consistent with the psychophysical observation that the phenomena were observed mainly for long

enough bars in the stimuli (Herzog, private communication 2002). When there are only 3 or 5 grating elements, the model responded with only one or

two (local) saliency peaks in the horizontal dimension in both the top and bottom half of the gratings, suggesting a percept of a single small object or

grating (for the three element grating) or extended grating surface (for the five element grating), since each saliency peak signals the border of a single

object. The horizontal offset between the saliency peaks is thus assigned to the offset of the whole single (inferred or perceived) object, i.e., the grating.

Note that the top and bottom saliency peaks in the case of the three element grating are offset horizontally in the direction of the original vernier, and

this offset is assigned to the perceived single object (grating). The horizontal offset between the top and bottom saliency peaks in the case of the five

element grating are quite ambiguous, consistent with the poor discrimination performance of the offsets observed psychophysically. When there are

11 grating elements, 3 saliency peaks arise in both the top and bottom halfs of the grating, giving the percept of two objects: a grating without offset

and a (superposed) single vernier with the correct offset. C: If the central five elements of the grating was onset 6 membrane time constants earlier

than the peripheral grating elements, the saliency peaks evoked by the vernier are much less prominent, giving reduced shine through as observed

psychophysically.
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(upper or lower) half of the response pattern. Conse-

quently, a single, small, object (grating) is inferred (in

the horizontal dimension) in each half of the image, and
the horizontal offset between the upper and lower sal-

iency peaks were assigned (inherited) as between the
correspondingly inferred objects which are the upper

and lower halfs of the grating. When the input grating

has five elements, two saliency peaks appeared in each
(upper and lower) half of the response pattern, leading

to a percept of a single extended grating with two bor-
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ders in each half of the image. The horizontal offset
between the upper and lower saliency peaks are

ambiguous in the model response, and this is consistent

with the observation that offset discrimination is poorest

at this grating size [9]. When the input grating has no

less than seven elements, e.g., 11 elements, the model

responded with three local saliency peaks in each half of

the response pattern. Thus, in each half of the image, the

inferred percept is a single small object corresponding to
the central saliency peak, superposed on an extended

grating with two borders corresponding to the left and

right saliency peaks. Since the upper and lower saliency

peaks evoked by the borders of the gratings are aligned

vertically, the grating does not appear offset between the

two halfs. Meanwhile, the unambiguous horizontal off-

set between the upper and lower central saliency peaks is

inferred as the horizontal offset of the vernier super-
posed on the grating.

The mechanisms of how the subjects decode the offset

and assign it to the vernier or to the whole grating are

supposedly carried out in higher visual areas. There, the

spatial and temporal pattern of the visual stimulus, such

as the offset value, would be decoded from the neural

responses. However, regardless of the actual mecha-

nisms, the decoding should be consistent, at least in the
maximum likelihood sense, with the inference on the

number of objects in the scene. This means, if there are

multiple hypotheses about the visual scene for a given

neural response pattern, the most likely hypothesis will

be the perceptual outcome. Furthermore, the number of

objects in the most likely hypothesis should be consis-

tent with the number of saliency peaks in the neural

responses. Hence, when an offset is detected and a single
(homogeneous) object is inferred in the scene, the only

consistent solution is to assign the offset to all parts of

the object (otherwise it is not an homogeneous object by

definition), i.e., to all the elements of the grating. This

means, the subjects should not be able to tell whether

the offset belongs to the vernier or is actually present in

the grating. This is consistent with experimental data [9].

In the shine through case, when three saliency peaks are
observed in each (upper and lower) half of the response

pattern, two different hypotheses (among others) about

the scene are possible. One is an offset vernier super-

posed on an non-offset grating––shine through. Another

is to interpret the saliency peak evoked by the vernier as

the border between two (left and right) adjacent gratings

in both the upper and lower halfs of the scene. The

maximum likelihood decoding would clearly favor the
first hypothesis, since the second one would require an

accidental or low likelihood vertical alignment between

the two left borders of the two (upper and lower) grat-

ings on the left and between the two right borders of the

two gratings on the right.

We can understand the neural responses in the

inheritance and shine-through phenomena by the V1
mechanisms as simulated in our model. Under a vernier
stimulus, the responding neurons are subject to colinear

facilitation but little iso-orientation suppression from

each other due to the particular horizontal connection

pattern (see Fig. 2(B)). Twenty milliseconds of the ver-

nier exposure is sufficient for the colinear facilitation to

take effect [14] and hence the response to this vernier

should be quite strong, even after the initial transient to

the stimulus onset. Under a grating stimulus, neurons
responding to the neighboring grating elements inhibit

each other by iso-orientation suppression. Many of the

neurons initially excited by the vernier continue to be

active by participating in responses to the subsequent

grating. They have a head start in their activities com-

pared to other responding neurons, and are thus biased

to be the winners in the mutual iso-orientation sup-

pression battle between neurons responding to neigh-
boring grating elements. When the grating is small

enough, all parts of it belong to the border region, and a

single saliency peak arises from each half of the response

pattern. However, the location of the saliency peaks in

response to the grating are now biased to be the location

of the vernier components. This results in inheritance.

When the grating has five elements, the location of

the vernier falls in the border suppression region of the
grating borders. The neural activities initiated by the

vernier are now strongly suppressed. Hence, the subjects

have difficulties discriminating the vernier offset. When

the grating is large enough, the location of the vernier is

beyond the suppression region of the borders. Thus,

among the neurons responding to the grating region

near the original vernier but away from the grating

borders, the activity imbalance initiated by the head
start responses to the vernier can be sustained. This re-

sults in local saliency peaks corresponding to the ver-

nier, and a perceptual shine through. Note that the

vernier bars should be long enough to induce sufficient

colinear facilitation, which contributes to the strength of

the activity head start. In our example, each vernier bar

is as long as three times the length of the receptive field.

Our model predicts that inheritance and shine through
will not be as effective if the vernier segments are too

short (two times the length of the CRF in our model).

This prediction agrees qualitatively with experimental

data (Herzog, unpublished data, private communication

2002). Note that our prediction of the vernier length is

with respect to the scale of the stimulus, i.e., relative to

the width of the vernier segment. In the experiment, the

vernier double bars were 21 arc minutes [9]. The lengths
could be longer or shorter when the whole stimulus

pattern is scaled up or down. A simpler V1 model [3],

omitting the vertical spatial dimension and orientation

tuning, can also account for much of the phenomena,

although it cannot account for the dependence on

the length of the vernier since the model is only

one dimensional (horizontal). We should note that
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contextual influences take about 10–20 ms to build up
[14,17]. Hence, changing the temporal characters of the

stimulus will affect perception. For instance, (after the

vernier) if the central five elements of the grating onset

before the periphery elements, the vernier signal can be

suppressed by the strong borders of the central (five

element) grating. This suppression is manifest once the

onset asynchrony between the central and peripheral

grating elements exceeds 10–20 ms, the time for con-
textual influence to take effect. This should reduce or

eliminate the head start signal from the vernier by the

time the peripheral grating elements are presented. In-

deed, Herzog and Koch [9] observed deteriorating shine

through performance as the onset asynchrony increases

from 10 to 60 ms. Simulation results from our model

agree with their observations, see Fig. 8(C).

It is apparent that the current version of the V1 model
is very minimal. In particular, the model behavior can be

quite different from reality. One example is the follow-

ing. While the medial axis effect and the figure interior

(non-medial axis) effect can exist simultaneously (i.e.,

given a single stimulus pattern) in physiology [23], they

do not do so in our model given a single figure size (see

Fig. 4), at least when looking at the temporally averaged

model responses. (Due to temporally desynchronized
nature of the responses to different parts of the stimulus

pattern, simultaneous mexial axis and interior effects are

possible in the model within particular time windows

when the responses to the background are low). A very

probable cause for this is that the strengths of the hor-

izontal connections depend on the distances between the

linked cells in a very different manner in the model from

that in reality. The spatially very sparse sampling in our
model also prevented the model from analyzing how

V1’s behavior changes with small changes in the vernier

offset in the shine through and inheritance effects.

To summarize, figure–ground effects observed physi-

ologically in V1 are the byproducts of the robust border

effect. The border effect arises from the computational

need to signal or highlight salient image locations, in

particular, the border between image regions. The
underlying neural mechanism is the intra-cortical inter-

actions that causes the neural response of individual V1

cells to depend on both the direct input in the CRF and

the contextual stimuli nearby. These neural mechanisms

are manifested in various phenomena, including figure–

ground and medial axis effects. Fig. 5 suggests that, even

if one only considers the region border, the degree of

highlights depends on the border properties, e.g., the
alignment of the texture elements with the region bor-

der, rather than whether a particular region is assigned

‘‘figure’’ or ‘‘ground’’. However, it is objective and

desirable always to highlight a very small region against

a larger region, in our model by the pre-attentive

mechanisms in V1. The higher V1 responses make the

corresponding locations more salient, and the V1 can
thus produce a saliency map of the input [31]. The
higher saliency of a smaller region against a homoge-

neous background could be the reason why smaller

regions tend to be treated as the figures against larger

backgrounds. This framework of highlighting the object

boundaries or small objects for segmentation can be

applied to understand some seemingly complex psy-

chophysical phenomena such as shine through and

inheritance. The same framework has also been applied
successfully to understand how the ease or difficulty of a

visual search task depends on image features and spatial

configurations, assuming that the ease of a search is

determined by the degree that the target of the search is

highlighted relative to that of the distractors or back-

ground [27,31]. The ‘‘figure–ground effects’’ observed in

V1, and various other byproducts of the V1’s compu-

tation for a saliency map for pre-attentive segmentation,
are especially helpful to diagnose the underlying intra-

cortical interactions.
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